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Salford Predictive Modeler® Introducing SPM® Infrastructure

Introducing SPM® Infrastructure

The SPM® application is structured around major predictive analysis scenarios. In general, the workflow
of the application can be described as follows.

+ Bring data for analysis to the application.

+ Research the data, if needed.

+ Configure and build a predictive analytics model.

+ Review the results of the run. Discover the model that captures valuable insight about the data.
+ Score the model. For example, you could simulate future events.

+ Export the model to a format other systems can consume. This could be PMML or executable code in
a mainstream or specialized programming language.

+ Document the analysis.

The nature of predictive analysis methods you use and the nature of the data itself could dictate particular
unique steps in the scenario. Some actions and mechanisms, though, are common. For any analysis you
need to bring the data in and get some understanding of it. When reviewing the results of the modeling
and preparing documentation, you can make use of special features embedded into charts and grids.
While we make sure to offer a display to visualize particular results, there’s always a Summary window

that brings you a standard set of results represented the same familiar way throughout the application.
The SPM® also provides a handy unified way to document the analysis.

This guide discusses common mechanisms available all over the user interface. It augments the
information specific to Analysis Engines (CART®, TreeNet® etc.) provided by other guides.

Installing and Starting SPM®

The SPM® can be installed on Windows 7 and higher versions of Windows. Although application may run
on older versions of the Windows Operating System we strongly recommend that you rely on the latest
version of Windows.

Minimum Windows System Requirements
¢+ Operating System Windows 7 SP 1 or later, Windows 8 or 8.1, Windows 10.

+ RAM 2 GB.
¢ Processor Intel® Pentium® 4 or AMD Athlon™ Dual Core, with SSE2 technology.
+ Hard Disk Space 2 GB (minimum) free space available.

+ Screen Resolution 1024 x 768 or higher.

Minimum Linux System Requirements
¢ Operating System Ubuntu 14.04 or 16.04, CentOS 6.9 or 7.5, RHEL 6.9 or 7.5.

+ RAM 2 GB.
¢ Processor Intel® Pentium® 4 or AMD Athlon™ Dual Core, with SSE2 technology

+ Hard Disk Space 2 GB (minimum) free space available.
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There can only be one dataset open in the SPM® at a time. To specify the current dataset you can use

the File>Open> Data File menu item. There is also a toolbar button

]

E and keyboard shortcut

[CtrI]+[O] that you can use anywhere in the application. As a result, the Open Data File Dialog appears.

Open Data File X
Look in: | Sample Data - ‘ (< N s g
Z? MName Date modified Type Size
) More Samples 8/31/2018 10:39 AM  File folder
Quick access @1 2 iicial difflift.csv 3/26/2018 1:56 PM Microsoft Excel C... 2515 KB
! 3 Boston.csv 3/29/2018 1:56 PM Microsoft Excel C... 35KB
-] gymexamg.csv 3/29/2018 1:56 PM Microsoft Excel C... 144 KB
Desktop =) Gymtutor.csv 3/29/2018 1:56PM Microsoft Excel C... 9 KB
& Hoslem.csv 3/29/2018 1:56 PM Microsoft Excel C... KB
B hoslem_char.csv 3/28/2018 1:56 PM Microsoft Excel C... 14 KB
Libraries £ Iris.csv 3/29/2018 1:56 PM Microsoft Excel C... 3KB
. |=] MoreSamplesReadMe bt 3/28/2018 1:56 PM  Text Document 26 KB
I@ = Nls.csv 3/29/2018 1:56 PM Microsoft Excel C... TKB
This PC fJ:) oranges.csv 3/29/2018 1:56 PM Microsoft Excel C... 23T KB
i3 sample.csv 3/29/2018 1:56 PM Microsoft Excel C... 1,203 KB :
@ ] SPAM.CSV 3/29/2018 1:56 PM Microsoft Excel C... 1,397 KB
Metwork
File name: sample csv V| Open |
Files of type: ASCII(".csv; "dat; ") w Cancel
Type of Encoding: Default v ODEC

You can select the type of file you would like to open from the Files of type combo box. The SPM®
supports quite a few types for input data. The supported formats are

*

® & & & O O 6 6 O O O O O o O o 0o o

Access (*.mdb)
ASCII (*.csv; *.dat; *.txt)

dBASE and compatible (*.dbf)

Delimited (*.csv; *.dat; *.txt)

DDI XML + Delimited data (*.xml)

Epi Info (*.rec)

Excel (*.xIs; *.xIsx)
FoxPro (*.dbf)

Gauss (*.dat)

GenStat (*.gsh)

Gretl (*.gdt)

HTML (*.htm; *.html)
JMP (*jmp)
JSON-stat (*.json)
Limdep & NLogit (*.Ipj)
Lotus 1-2-3 (*.wk*)
Matlab (*.mat)
Mineset (*.schema; *.sch)

Minitab (*.mwx)

® & & & 6 O O O O O O O O O O o 2 o

OpenDocument Spreadsheet (*.ods)

OSIRIS (*.dict; *.dct)

Paradox (*.db)

Quattro Pro (*.wq?; *.wb?)

R Workspace (*.rdata)

S-Plus (*.¥)

SAS for Windows and OS/2 (*.sas7bdat;*.sd2)
SAS for Mac OS and Unix (*.sas7bdat; *.ssd*)
SAS Transport (*.xpt; *.tpt)

Shift-JIS (*.csv; *.dat; *.txt)

SPSS Data (*.sav)

SPSS Portable (*.por)

SPSS Syntax and Data (*.sps)

Stata (*.dta)

Stata Program and Data (*.do)

Statistica (*.sta)

SYSTAT for Windows (*.syd; *.sys)

Triple S (*.sss)
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For any of the formats you can specify character encoding using the Type of Encoding combo box.
Default will let the data reading layer to determine the encoding. The supported encodings are

¢ US-ASCII
¢ SHIFT-JIS
¢ SHIFT_JIS
¢ CP932
¢ EUCJP
ODBC

L4

* & o o

1SO-2022-JP
1SO-2022-JP-1
1SO-2022-JP-2
UTF-8

UTF-16

The ODEC | button lets you specify a dataset using standard Windows ODBC Select Data Source

dialog. There are, however, many cases when this dialog is not adequate. Often to access data in an
RDBMS, your DBA will provide you a connection string and SQL query. For such cases you would want
to use the Open SQL Query dialog:

Activity Window

Open 5QL Query

=

ODEC Connection string: | Database =Datasets;Driver ={SQL Serverk;Server=myhost] 54231}

SQL Query

SELECT [SPECIES]
,[SEPALLEN]
,[SEPALWID]
,[PETALLEN]
,[PETALWID]
FROM [Datasets]. [dbo]. [Iris]

oK | Cancel

Once the data is open successfully you will be presented with the Activity window.

C:\Program Files\Salford SystemshSalford Predictive Modeler 8.0\Docs\Examples\BOSTON.CSV
File Name: BOSTON.CSV
Location: [C:\Program Files\Saiford Systems|\Saiford Predictive Modeler 8.0'Docs \Examples)
Modified: Tuesday, June 02, 2015, 6:37:46 FM

Variables |

AGE
i

cHas
(cRIM st
IS

ous Records:

LSTAT Variables:
MV

NoX Character:
PT

RAD Numeric:
v

Tax

zn

Sort: | Alphabetically h
Activity

View Data. ‘ Stats ‘ Graphs Correlation.... | Data Prep. Options.

X

- | [[odel... o
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This window shows metadata of the current dataset and provides one-click access to main features of the

application.

¢ Exploring Data (Graphs..., Stats..., Correlation..., View Data...)
¢ Predictive Analytics modeling (Model...)

¢ Scoring a Predictive Analytics model (Score...)

+ Configuring the application (Options)

¢ Scripting in the SPM Notepad. (Data Prep)

General Data Requirements

The following requirements must be met to read your data successfully in the SPM:

*

Data must be organized into a “flat table” with rows for observations (cases) and columns for
variables (features).

The maximum number of cells (rows x columns) allowed in the analysis will be limited by your license.
The maximum number of variables. 32768.

You can use -V for both GUI and nonGUI applications to increase maximal number of variables.

The SPM is case insensitive for variable names; all reports show variables in upper case.
The SPM supports both character and numeric variable values.
Variable names must not exceed 32 characters.

Variable names must have only letters, numbers, or underscores (spaces, %, *, &, -, $, etc. are NOT
ALLOWED). If characters other than letters, numbers, or underscores are encountered, the SPM will
attempt to remedy the problem by substituting the illegal characters with underscores. The only
exception is that character variables in ASCII files must end with a $ sign (see the next section).

Variable names must start with a letter.

Be especially careful to follow the variable name requirements because failure to do so may cause
the SPM to operate improperly. When you experience difficulties reading your data, first make sure
the variable names are legal.

Below are some examples of acceptable and unacceptable variable names:

AGE 1 OK

GENDER OK

POLPARTY OK

1WORLD Unacceptable; leading character
other than letter

SWEIGHT Unacceptable; leading character

other than letter

SOCIAL SECURITY NUMBER AND ACCOUNT Unacceptable, too long.
Variable name will be truncated
to 32 characters.

SALT&PEPPER Unacceptable, “&” not letter,
number or underscore. This
character will be replaced with
an underscore.

Numeric variables may optionally have subscripts from 0 to 99 but the SPM does not use them in any
special way:

Minitab & 6



Salford Predictive Modeler® Introduction to Model Restoration

CREDIT (1) OK

SCORE (99) OK

ARRAY (0) OK

ARRAY (100) Unacceptable; parenthesis will be
replaced with underscore.

(1) Unacceptable; parenthesis will be
replaced with underscore.

x () Unacceptable; parenthesis will be
replaced with underscore.

x (1) (2) Unacceptable; parenthesis will be
replaced with underscore.

6 When using raw ASCII text does not check for, or alter, duplicate variable names in your datasets.
SPM does not check for, or alter, duplicate variable names in your dataset.

Comments on Specific Data Formats

Many data analysts already have preferred database formats and use widely known systems such as
SAS® to manage and store data. If you use a format we support, then reading in data is as simple as
opening the file. The Excel file format is the most challenging because Excel allows you to enter data and
column headers in a free format that may conflict with most data analysis conventions. To successfully
import Excel spreadsheets, be sure to follow the variable (column header) naming conventions below.

If you prefer to manage your data as plain ASCII files you will need to follow the simple rules we list below
to ensure successful data import.

Reading ASCII Files

spaces, tabs or semicolons instead of commas can separate the data, although a single delimiter must be
used throughout the text data file.

ASCII files must have one observation per line. The first line shall contain variable names (see the
necessary requirements for variable names in the previous section). As previously noted, variable names

and values are usually separated using the comma (“,”) character. For example:

DPV, PRED1, CHAR2S, PRED3, CHAR4S, PREDS, PRED6, PRED7, PRED8, PRED9, PRED10, IDVAR
0,-2.32,"MALE",-3.05,"B",-0.0039,-0.32,0.17,0.051,-0.70,-0.0039, 1
0,-2.32,"FEMALE",-2.97,"0",0.94,1.59,-0.80,-1.86,-0.68,0.940687,2
1,-2.31,"MALE",-2.96,"H",0.05398,0.875059,-1.0656,0.102,0.35215,0.0539858, 3
1,-2.28,"FEMALE",-2.9567,"0",-1.27,0.83,0.200,0.0645709,1.62013,-1.2781,4

The SPM uses the following assumptions to distinguish numeric variables from character variables in
ASCII files:

+ When a variable name ends with "$," or if the data value is surrounded by quotes (either ' or ") on the
first record, or both, it is processed as a character variable. In this case, a $ will be added to the
variable name if needed.

¢ If a variable name does NOT end with "$," and if the first record data value is NOT surrounded by
quotes, the variable is treated as numeric.

v' It is safest to use "$" to indicate character fields. Quoting character fields is necessary if "$" is not
used at the end of the variable name or if the character data string contains commas (which would
otherwise be construed as field separators).
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v' Character variables are automatically treated as discrete (categorical). Logically, this is because only
numeric values can be continuous in nature.

¢ When a variable name does not end with a $ sign, the variable is treated as numeric. In this case, if a
character value is encountered it is automatically replaced by a missing value.

Missing Value Indicators

When a variable contains missing values, SPM® uses the following missing values indicator conventions.
¢ Numeric

Either a dot or nothing at all (e.g., comma followed by comma). In the following example records, the third
variable is missing.

DPV$, PRED1, PRED2, PRED3
"male",1,,5
"female",2,.,6
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*

Character

Either an empty quote string (quote marks with nothing in between), or nothing at all (e.g., comma
followed by comma). In the following example records, the first and fourth variables are missing.

DPV$, CHAR1S, PRED2, CHAR3$, PRED4
"male","",1,3.5,,"Calif"
"female",,2,4,"',"I1llinois"

Reading Excel Files

We have found that many users like to use Excel files. However, care must be exercised when doing this.
Make sure that the following requirements are met:

*

*

The Excel file must contain only a single data sheet; no charts, macros or other items are allowed.

Currently, the Excel data format limits the number of variables to 256 and the number of records to
65535.

The Excel file must not be currently open in another application (e.g. Microsoft Office Excel)
otherwise the Operating System will block any access to it by an external application such as the
SPM. On some Operating Systems, if the Excel file was recently open in Excel, the Excel application
must be closed to entirely release the file to be opened by the SPM.

The first row must contain legal variable names (see the beginning of this chapter for details).

Missing values must be represented by blank cells (no spaces or any other visible or invisible
characters are allowed).

Any cell with a character value will cause the entire column to be treated as a character variable (will
show up ending in a $ sign within the Model Setup). This situation may be difficult to notice right
away, especially in large files.

Any cell explicitly declared as a character format in Excel will automatically render the entire column
as character even though the value itself might look like a number

Such cases are extremely difficult to track down.

It is best to use the cut-and-paste-values technique to replace all formulas in your spreadsheet with
actual values. Formulas have sometimes been reported to cause problems with reading data
correctly.

Alternatively, you may save a copy of your Excel file as a comma-delimited file (.CSV) and read it as
an ASCII file

Caution: make sure no commas are part of the data values.
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Working with Charts

Charts play an important role in visualizing results of predictive analytics algorithms. For many step-wise
algorithms the main display contains one or a family of performance curves. A number of tabs in the
Summary window are graphical and some algorithms produce special kinds of plots to visualize results.

Default keyboard and mouse shortcuts for 2D charts

Most of the 2D charts recognize keyboard and mouse shortcuts to transform the chart. Let’s review these
features using a Gains Chart as an example. Gains Charts can be found in a Summary window. An
unmodified chart looks like this.

Misclassification | Prediction Success |
Summary Gains/ROC |

Mod

1

% 2

o 3
W

g 4

3 5
—

G

00 01 02 03 04 05 06 07T 08 05 10
Falze Pos. Rate 7 |
Open Graph in Window | | BOC | earn:

v Many of the actions include the [Left Mouse] button + [Right Mouse] button” combination. To
perform, you need to press the [Left] and [Right] mouse buttons simultaneously. Best is to press the
[Right Mouse] button first and hold it until the [Left Mouse] button is pressed. This way, the right-click
menu will not be triggered. You can also use the [Middle Mouse] button if your mouse is equipped with
one.

v' To return the chart to its original state, click anywhere in the chart to give it keyboard focus and press
the [R] key on the keyboard.
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Move the chart — [Shift] button + [Left Mouse] button + [Right Mouse] button

Move the mouse to move the chart. The chart in the screenshot below was moved to the right.

True Pos. Rate

101,10 et —t—t—t——t—+
00 01 0.2 0.3 04 05 06 0.7

Falze Pos. Rate

Scale the chart — [Ctrl] button + [Left Mouse] button + [Right Mouse] button

Move the mouse to scale the chart. The chart in the screenshot below was scaled and then moved up
and right to see the axes origin.

Minitab & 11



Salford Predictive Modeler® Introduction to Model Restoration

Zoom the chart graphically — [Ctrl] button + [Left Mouse] button

Holding the [Left Mouse] button, draw a rectangle around the area of interest.

1071

087

08T

0.4t

True Pos. Rate

0.21

0.0 =+ +—+++++++—+++++
00 01 02 03 04 05 06 07 08 09 1.0

Falze Pos. RHate

When you release the [Left Mouse] button you will get a larger picture of the selected area.

You can repeat the action again on the resulting view.
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Zoom the axes of the chart — [Shift] button + [Left Mouse] button

Introduction to Model Restoration

Holding the [Left Mouse] button, draw a rectangle around the area of interest.

True Pos. Rate

0.0
00 01 02 03 04 05 06 0T 0.8 035 10

1071

087

06T

0.4t

0.21

Falze Pos. Rate

When you release the [Left Mouse] button, the axes will be clipped to the values inside the rectangle.
This will result in a larger view of the selected chart area with axes. Compare the following image with

results of the graphical zoom.

True Pos. Rate

1.05

1.00

0.55

0.50

0.85

0.80

I
!
{

0.25
Falze Pos. Rate

0.15 0.20

0.20

v" A notable exception is interactive charts like, for example, TreeNet® Performance Curve in TreeNet®
results window. Default keyboard and mouse actions are superseded by custom interactive behavior.

=% Treehet Output 1 - Y2 =N R
Training data: '::\Program Files\5alford Systems\Salford Predictive Modeler 8.0\Sample Data\sar N Learn: | 7,000 N Test: | 3,000
Target variable: | 2 Treesize: | g [fopimd Modd
By | MNegvall [ ROC | Misclass | Lif
Mumber of predictors: 12 ICL: | NO Trees grown: 200 Measure 024732 095640 010457 141110
Important predictors: 12 Trees optimal: 200 | Trees 200 200 135 g
R-Squared: Learn Rate: 0.07 Loss aiterion: Logistic Likelihood
#200 (0.247) #200 (0.247) (D.214)
086
—1 o5 \
5 S
= T
< o3 )
o eamn
@ 0z Learn Sampled
Z 04 | ! Test
0.0
o 10 20 30 40 50 60 70 30 90 100 110 120 130 140 150 160 170 180 190 200
Number of Trees

Misclass

Hide Leam | [ Neg, AvalL] J[_Roc ][

&

J[ sample | [ Summary.. | | Display Flois...

Create Plots...

Commands...| [ Trenslate... | [ save Guve...
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Default keyboard and mouse shortcuts for 3D charts

Most of the 3D charts recognize keyboard and mouse shortcuts to transform the chart. Let’s review these
features using a TreeNet® two variable dependency plot.

=% TreeMet 4: Trees = 200 (Optimal): Two Variable Dependence for MV: B, NOX =R ER =<

Two Predictor Dependence For
W

NOX: | 0.37186 = | | Slice || Al Slices P TN
B [-10.39838 =] [CSiiee (A Siices |

v Many of the actions include the [Left Mouse] button + [Right Mouse] button” combination. To
perform, you need to press the [Left] and [Right] mouse buttons simultaneously. Best is to press the
[Right Mouse] button first and hold it until the [Left Mouse] button is pressed. This way, the right-click
menu will not be triggered. You can also use the [Middle Mouse] button if your mouse is equipped with
one.

v' To return the chart to its original state, click anywhere in the chart to give it keyboard focus and press
the [R] key on the keyboard.

Rotate the chart — [Left Mouse] button + [Right Mouse] button

Press and hold both mouse buttons. A guiding cube will appear on the screen. The cube will rotate in
response to the movement of the mouse.
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When you release both mouse buttons you will see the rotated chart.

Two Predictor Dependence For
W

Introduction to Model Restoration

Two Predictor Dependence For
MV

Q,%\%“\

v" During rotation, you can press the [X], [Y] or [Z] button to rotate only around a specific axis or [E] to
rotate around a custom axis. Press [N] to return to free rotation. The rotation cube shows the rotation axis
if one of these keys was pressed.

Minitab &'
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6 In contrast to other transformations, the ‘R’ keyboard key does not reset the rotated chart to its
original state. Most charts can be closed and reopened again to revert to the original look.

Move the chart — [Shift] button + [Left Mouse] button + [Right Mouse] button

Move the mouse to move the guiding cube. The chart in the screenshot below was moved to the right.

Two Predictor Dependence For
MY
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Scale the chart — [Ctrl] button + [Left Mouse] button + [Right Mouse] button

Move the mouse to scale the guiding cube. Once you release the mouse the scaled chart will appear.

Two Predictor Dependence For
M

Zoom the chart graphically — [Ctrl] button + [Left Mouse] button

Holding the [Left Mouse] button, draw a rectangle around the area of interest.

Two Predictor Dependence For
M

-~ a q
oL Q- )] é
% g
= - s &

g

'C?yj W e QQ}J
& 4 S B
w o k2 LE
% £
% <
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When you release the [Left Mouse] button you will get a larger picture of the selected area.

Introduction to Model Restoration

Standard right-click menu for charts

When you right-click on the chart a context menu appears.

% Target

1007

vl

BT

407

Wzd

Add To Report
Export...

Copy

Open In Mew Window
Gains Charts...
Edit Chart

% Population

The items on the menu allow you to perform the following actions.

Copy

Copies the image of the chart to the Clipboard.

Add To Report

Appends the image to the Report window.

Export

Exports the image of the chart to one of the supported graphical file formats.

Open in New Window

Opens a separate chart window with a copy of the chart in it.

Minitab &'
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Edit Chart

Shows Chart Editor for the chart.

Custom items

A chart right-click menu might have custom items. For example, the Gains Chart on the screenshot above
has a Gains Charts... menu item. It opens a Gains Charts comparison window.

Separate chart window

A chart in the SPM Ul can be open in a separate window. Usually, you open this display by clicking on the
Open in New Window menu item.

v' This is very useful when standard manipulations of the chart are limited, like for performance curves
with interactive components. But you can manipulate, for example, a GPS performance curve in a
separate window.

70

60

50

LLl
g Best Elasticity (T)
40
30
20
0 20 40 60 80 100 120 140 160 180 200
View X: | All Points | Chart Type: |Plot «| ChartType 2: |Bar - Edit Chart

In this window you can still use all of the general chart manipulation features described earlier. The
window is a handy copy to apply these manipulations to. Also, some of the features available through
shortcuts and menus are also available via the bottom toolbar.

v" You can always create a fresh copy of the plot by invoking the Open Chart in New Window right-
click menu item from the original display.

View X combo box

In All Points mode, all the data points for the X dimension are visualized. Sometimes it doesn’t produce
the best look, for example, on the following screenshot. We switched the Chart Type from Plot to Bar.

Minitab & 19
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MSE

Bl Best Elasticity (T)

View X: |All Paints ~| ChartType: |Bar ~| Chart Type 2: |FENNNN ~ Edit Chart

In this case it makes sense to switch View X to Optimal mode. This mode enables a horizontal scrollbar to
display only an adequate number of data points for a given view.

80
60
LLl
g 40 Bl Best Elasticity (T)
20
0
10 20 30
] m r
View X: ~| ChartType: |Bar ~| ChartType 2: [Bar - Edit Chart

Chart Type combo box

Once the chart is in a separate window, you can switch the chart type.

6" Not all charts lend themselves well to every chart type. For example, a Scatter Plot can be shown as
Plot but not as a Bar. A chart can go blank if the chart's data are inadequate for a given type. Just
switch the chart type back to the original type if this happens.

Edit Chart button

Shows Edit Chart toolbox for the chart.

Edit Chart toolbox

The Edit Chart toolbox exposes quite a few chart properties. By default, the Edit Chart toolbox is in
Simple mode. It gives access to the properties you most likely are going to need if you would like to tweak
the look of the chart. These are properties like data ranges on axes, chart headers text, and fonts.
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1007 Chart Properties
T Header [Strings]
207 Header Fort |Adal 7
T X min 0.0000
g oeq X max 100.0000
= T ¥ min 0.0000
# 40t Y ma 100 0000
T Axes Font Arial, 7
m 4
1]

0 10 2 30 40 5 &0 TO 8D

) ISimpIe Aduancedl
% Population

Advanced mode gives you many more properties to work with.

Chart Properties Chart Properties =
~| || |Footer -]
Footer - Header
Title [Strings] | Im_
Left 13 Chart area
Top 220 Plot area
Width 1] Data area
Height 0 X Axis
Border width 2 Y Axis
Border type MNone - Legend
Forit Arial 12 Bar Chart
Fg calor Pie chart
Bg colaor 3D Effect

Text Object
Border width 2 Data Styles
Border type din = Border type
Fg color Fg color
Bg colar Bg color
Left -10 Left -10
Top -1 Top -1
Width 282 Width 282
Height 234 Height 234
Border width 2 Border width 2
Border type Mone - Baorder type Nore |
Fg color Fg color
Bg colar Bg color
Inv. orient. r Inv. orent. r
Fg color Fg color
Bg color Bg color
X Pods ¥ Pods

% Population| % Population| _
Pl = o1 =

Simple I.ﬁ.duan::ed Simple I.ﬁ.duan::ed

Minitab & 21



Salford Predictive Modeler® Introduction to Model Restoration

The combo box at the top helps navigating to a particular section. The changes you make are
immediately reflected on the chart associated with the toolbox.

Working with Grids

All the predictive modeling artifacts are ultimately numeric results. Many of these results can be effectively
represented as a table. Thus, grid controls are employed quite heavily in the application. For example, the
grid below shows Scores of Variable Importance in the model.

Emor Outliers % | Emor Outliers Courts | Residual Box Plot | Coefficients
Summary | Dataset Variable Importance | Error Statistics %
Variable Importance
% ariable Score

Fibd [l oc.oood mummmm
LSTAT 365643 [Mmmamimim
PT A3.57200 [
DS 328977 i
B 289292 I
CHAS 2616900 [
CRIM 254283 i
MO 21,4485
IMDUS 20,9143 [l
T 203409 [
M 180133 i
R&D 106355
AGE 10,2504 Il

You can click on the title of any column to sort it in Ascending or Descending order. A sort indicator will
appear in the title of the column sorted. For example, a click on the Variable column will sort the grid by
Variable name.

Y ariable Score
AGE | 10.2a04
B 28.8292
CHAS 261690
CRIM 254283 i
(]} 3285971 N
INDUS 208143
LSTAT 365643 MMMmmmim 0"
MO 21.4485 [
PT 495720 M
RaD T0.6355
FM 100000000 N~
T 20,3405
7N 18.0033

Standard right-click menu for grids

When you right-click on the grid, a context menu appears:
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Wariable Score
Fitd [ 1000000 N
LSTAT SE.5E43 MMM
FT 4357200 N
DI5 I
B Copy I
CRIM Export... Selected
MO e
IMDLS 20,8743 1
Thu 20,3408
M 120722
RAD 10,6355 (I
AGE 10,2804 I

The items in the menu allow you to perform the following actions.

Copy

Copies text from the currently selected cells to Clipboard.

Add To Report

Appends the grid to the Report window. You have an option to request the entire grid or just the selected
cells.

Export

Exports the grid to either MS Excel 97 (*.xls) or Grid Control’s internal format (*.ss8). You can use the
latter to overcome Excel’s limitation of 65536 rows by 256 columns. To access a saved .ss8 file, use
File>Open>0Open Grid main menu item.

Classic Output Window

The classic text output window contains the detailed technical log produced by the SPM engine. The SPM
is platform-independent and can be fully controlled via Command Language. The SPM Ul uses the same
Command Language to interact with the engine. Classic Output is printed in response to commands. In
the non-GUI version of the software, this is the primary way to get feedback from the engine.

Classic Output represents the instance of the engine in the GUI so this is the first window you see when
you launch the GUI application.

& |If you try to close this window you will be prompted that the entire application will have to be closed if
you would like to proceed.
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[3] salford Predictive Modeler v&.3 64 bit - m] * ‘
File Edit VYiew Explore Model Report Window Help

. 5 |
[=[sl=rpBfal :[=lelr NEElL RERER Al e B |
|

Classic Output (Ctrl+Alt+ C) =N E=R ==
>REM***Resetting Preferences 2 |
Report Contents >REM**#5etving General default options ]
>LOPTICNS MEANS = YES, PREDICTION_ SUCCESS = YES/BOTH, TIMING = YES, GAINS = YES, ROC = ¥YES, PLOTS = YES |
. >FORMAT = & |

Session Start

>DISCRETE MaX = 0,0

Note: DISCRETE MAX values must be 100 or greater.
Values less than 100 are reset to 100.
>REM***Setting CART default options
>LOPTICNS, NOPRINT = NO, PS5 = MO
>BOPTICNS SURROGATES = 200 PRINT = 100, COMPETITORS = 200 CPRINT = 200, TREELIST = 100,
> BRIEF
>5EED 13579, 12345, 131, NORETAIN

Random seeds: 1357% 12345 131

»RF SEED 17395

>THREADS = 1

>REM *#*#%*Setting MARS default options

>BOPTICNS PENALTY = 0.000000, SPEED = 4, INTERACTICNS = 1, MINSPAN = 0, BASIS = 15
>MARS SEED = 987654321

>BOPTICONS OLS = YES

>PRINT = SHORT

Classic Output is the first item in the application’s Window menu and you can always bring it up using
the [Ctrl]+[Alt]+[C] keyboard shortcut.

Salford Predictive Modeler v8.3 64 bit

File Edit View Explore Model Report Window Help

= B Cascade shift+Fs |7 | EH | B E_D |
—— Tile Shift+F4 E=—————+
[6] classic ¢ Arrange lcons

Close All by Preferences
Repl] . General default opi
B 1 Classic Output Ctrl+Alt+C = YES, PREDICTION
>FCRMAT = &

Session Start >DISCRETE MAX = 0,0

Hote: DISCRETE MAX wvalues must be
Values less than 100 are x¢

>REM**#Setting CART default optim

>LOPTICNS, NOPRINT = NO, PS5 = NO

>BOPTICNS SURRCGATES = 200 PRINT -

> BRIEF

>5EED 13579, 12345, 131, NORETAIN

The right-hand pane of the window is a text editor that works like a console window. It has a reduced set
of features available in a Notepad window. You have an option to enable the command prompt to type

commands directly into the Classic Output window via the File>Command Prompt menu item or the Iﬁ‘
toolbar button. Whether an interactive prompt is enabled or not, the engine prints out all commands
issued to it. Each command is prepended with the > symbol. On the screenshot below you can see
commands to setup a CART® model that uses MV (Boston Housing Dataset) as a Target variable. The
cursor is at the prompt where you can, for example, type CART® GO to start the analysis. The effect will
be the same if you run a CART® model from the GUI.
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Salford Predictive Modeler v8.3 64 bit - m] *
File Edit View Explore Model Report Window Help

N EEEEIE NE Y N 2 B = = s R R S B |
Classic Output (Ctrl+Alt+ C) =N E=R ==
>REM *#*#%Setting General options 2
Report Contents >LOPTICHNS MEANS = YES, PREDICTION_SUCCESS = YES/BOTH, TIMING = YES, GAINS = YES, ROC = YES, PLOTS = YES
>FORMAT = &

>DISCRETE MaX = 100,100

>REM**#*Setting CART options

>LOPTICNS, NOPRINT = NO, PS5 = NO

>BOPTICNS SURROGATES = 200 PRINT = 100, COMPETITORS = 200 CPRINT = 200, TREELIST = 100,
> BRIEF

>REM **%Setting MARS default options

>BOPTICNS PENALTY = 0.000000, SPEED = 4, INTERACTICNS = 1, MINSPAN = 0, BASIS5 = 15
>MARS SEED = SET7654321

>BOPTICNS OLS = YES

>PRINT = SHCRT

>CATEGORY

>AUXILIARY

>MODEL MV

Model (target and predictors) reset: MV

>HEEP

>LOPTICNS UNS = NO

>CATEGCRY MV

Session Start

CA\Program Files\Minitab\Salford Predictive Modele..\Boston.csv

& For your convenience, the Classic Output window is editable. You can add and remove text anywhere
and even remove the prompt symbol itself. In this case it is useful to know that when you press Enter
after the last line of the editor, that line is passed to the engine as a command. Alternatively, you can
use the File>Command Prompt menu or toolbar button to disable and enable the command prompt
again.

Report Contents pane

The left-hand pane of the Classic Output window is Report Contents. It provides useful navigation links
into the console output on the right, structured by model and organized into sections. The screenshot
below is produced by running a TreeNet® logistic binary model.

Classic Output (Ctrl+Alt+C) = EER T

TreeNet 1 ~ Test Sample Classification Table Using Predicted Probabilities L

Start hctual Predicted Class Bctual

Train/Test Levels Differences in Categorical Variables Class s 1 Total

Cardinalitv Summary —- - N

Target Frequency Table 0 71.92 19.08 91,00

Descriptive Statistics 1 20.83 23.17 44.00

Missing Value Prevalence - - -—

TreeNet Results Pred. Tot. 92,75 42,25 135.00

TreeNet Model Dimensions Correct 0.790306 0.526556

Learn and Test Performance Success Ind. 0.116232 0.200630

Variable meortance Tot. Correct 0.704343

Prediction Success Tables

(L)earn; (T)est Specificity (True Ref): 0.75%0306, Sensitivity (True Resp): 0.526

H

True Class by Pred. Class (L) False Reference: 0.473444, False Response: 0.209%6%4

Class Table[:_[ ea.m) Reference = 0, Response = 1

True Class by Pred Probs. (L) - - T

Class Prob Table (Learn)

True Class by Pred. Class (T)

%ﬁsesé:ieb‘?;?t;d Probs. (T) Learn Sample Gains and ROC

Mazs Proh Tahle (Testl W W
< >

v" You can always regenerate most of the classic output from a model saved into a Grove file by using
the TRANSLATE facility built into every grove.
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Saving Classic Output

Some models can generate an excessive amount of output. Showing it all in the Classic Output window
will eventually put considerable pressure on the Ul sub-system of the OS. As a safeguard against Ul
resource exhaustion, Classic Output will prompt you to save the captured output after it reaches 1 million
lines. After you confirm, the output will be preserved in the file of your choice and the window will be
cleared to receive more output. If you would like to ensure that a lengthy job runs uninterrupted, you
should switch the File>Log Results to... menu setting into File mode. You will be prompted for a file in
which to store the output of the engine.

& Please be sure to turn Echo commands to output window OFF if you would like to avoid copious

output. The checkbox is at the bottom of the Text Results to File dialog that is open when you choose
to redirect the output to a File.

Text Results to File %
Save in: | Examples v| €] 5 Sl
: MName Date modified Type

Mo items match your search.
Quick access

Desktop
Libraries
This PC
I\J] £ >
MNetwork
File name: output dat ~ | | Save
Save as type: Output Files (*.dat) w Cancel

| Echo commands to output window

In command language you can accomplish this using
OUTPUT “<file name.dat>”

To direct the output back to the Classic Output window, switch File>Log Results to... menu into
Window mode. Command language for this is

OUTPUT *

v" A useful engine command to suppress text output from the engine is ECHO OFF. This command is
often used when scripting the SPM using Command Language.

At any time you can capture text from the Classic Output window in a file using the File>Save>Save
Output menu item.

Changing the Font of Classic Output

The font used in the Classic Output window can be changed by selecting Edit>Fonts via the menu. We
recommend using a mono-spaced font such as one in the Courier family to maintain the alignment of
tabular output.
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Report Writer

The SPM includes a facility called Report Writer. This is a report generator, word processor and text
editor. It allows you to construct custom reports from results, diagrams, tables and graphs as well as the
“classic” SPM’s output appearing in the Classic Output window.

Using the Report Writer is easy! One way is to copy certain reports and diagrams to the Report window
as you view the SPM results dialog or output windows. Once processing is complete, a SPM results
window appears, allowing you to explore the performance with a variety of graphic reports, statistics, and
diagrams. Virtually any graph, table, grid display, or diagram can be copied to the Report Writer. Simply
right-click the item you wish to add to the Report Writer and select Add to Report. The selection will be
appended to the content in the Report window.

The SPM also produces Classic output for those users more comfortable with a text-based summary of
the model and its performance. To add any (or all) of the SPM’s classic output to the Report window,
highlight text in the Classic Output window, copy it to the Windows clipboard (Ctrl+C), switch to the
Report window and paste (Ctrl+V) at the point you want the text inserted. Thus, you can combine those
SPM result elements you find most useful—either graphic in nature and originating in the SPM results
dialog, or textual in nature from the Classic Output — into a single custom report.

There can be only one Report window in the application. It opens automatically when you request a report
for the first time during a session. After this, the Report window is accessible via the Window menu or the
[Ctrl]+[Alt]+[R] keyboard shortcut.

Salford Predictive Modeler v8.3 64 bit - O X
File Edit View Explore Insert Format Table Report Window Help
5 | g Cascade Shift-F5 » 4| ® =) &
HEE L] |50 5E5 ] | Ao %o | | @ sRe| | ]| B
Tile Shift-F4
i — Eicia]
@aqont Sl =
Arial B 1 TreeNet Output 1 - TARGET Ctrl+Alt+L = :l@
;=.2Classlc0utput Ctrl+Alt+C e ==
1 E 3Report Ctrl+Alt+R

TreeNetOutput 1 - TARGET

File: GOODBAD CSV
Target Variable: TARGET
Predictor Variables: EDUCATIONS, MARITALS, OWNRENTS, AGE, CREDIT_LIMIT,
GENDER,HH_SIZE, INCOME, N_INQUIRIES, NUMCARDS, OCCUP_BLANK,
TIME_EMPLOYED, POSTBIN

Average LoglL ikelihood (N

]
)
|

Leam
[earn Sampled
Fest

A0 B e = G O e |

Grove

D:\SPM Examples\Docs\Examples\GOODBAD.CSV

You can access standard word processor functionality via the main menu and toolbars.

Report functionality is available from anywhere in the application via the Report menu:
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Salford Predictive Modeler v8.3 84 bit
Eile Edit View Explore Meodel BReport Window Help

= Report Current B8 ﬂ |

Report All

Set Report Options... I
Summary L\\S data: D:\SPM Exarr
Gather Hotspot... iable:

Train/Test Consistency... ictors:

The SPM can produce a “stock report” with the click of a button. You decide which components of the
SPM output would be most useful to you on the Report>Set Report Options... menu and then select
them. The stock report will be the same for all SPM results in the session. and then select them. The
stock report will be the same for all SPM results in the session.

Report Current

A stock report for the SPM results that are currently active (i.e., in the foreground) can be generated by

Report All

If you have several SPM results windows open, you can generate a report for all of them (in the order in
which they were built) by choosing the Report>Report All menu item.

Set Report Options

Opens Report Contents dialog.
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Report Contents

Available Models

CART Model Summary Reports
CART Model Score Reports
CART Ensembles Models
TreeMet Models

TreeMet Model Summary Reports
TreeMet Madel Score Reports
Random Forests Models

RF Model Summary Reports

RF Maodel Score Reparts

MARS Reanlts Renart
£ >

Select result window

TreeNet Output 1-Y2
CART Mavigator 2 - ¥2

Select Al | Unselect Al |

e

| | Report Mow |

Select Items to Report

Data file
Target variable
Predictors
Sample

Tree sequence
Tree topology
Cost vs Modes

Select Al | Unselect Al |

[ Automatic Report

Cancel | OK |

Available Models group shows types of reportable Results windows currently supported. When you click
on any of them, you can use the Select Items to Report group of controls to edit the default set of
elements to be added to the stock report. The [Automatic Report] button specifies whether Results of this
specific type should be added to the report automatically. It is also tracked for each Result window type.

Select Results window group shows actual reportable Results windows. When a concrete window is
selected, Select Items to Report shows options for this particular window. When you press Report Now,
the specified items for a model are added to the report at once. You can save the settings you configured
for a concrete window as a default group of settings for future SPM sessions by clicking the [Set Default]
button. These default options will then persist from session to session. You may recall these settings at
any time with the [Use Default] button

Default Focus Class

Reports summarizing class performance (e.g., gains charts) require a focus class. For binary models (i.e.,
0/1 or 1/2), the second level is assumed to be the focus class. For multinomial models (e.g., 1, 2, 3, 4),

the lowest class is assumed to be the focus class.

Score Data dialog

There are many reasons to score data with an SPM model. You might want to run a quick test of the
model’s predictive power on new data, or you might actually embed your model into a business process.
The SPM gives you several options for doing this:

29



Salford Predictive Modeler® Introduction to Model Restoration

¢+ The SPM can score data from any source using any previously-built SPM model. All you need to do is
to attach to your data source, let the SPM know which grove file to use, and decide where you want
the results to be stored.

+ The SPM scoring engines are available for deployment on high performance servers that can rapidly
process millions of records in batch processes.

¢ You can TRANSLATE your model into one of several programming languages including C, SAS,
Java and PMML. The code produced needs little or no modification and is ready to be run in the
target environment.

E’ﬁ
You can score a model using the Model>Score Model... menu item or the ﬂ button on the toolbar.

Score Data x

General Select Cases ] Advanced ]
Data

Open Data File. .. |

Grove

Open Grove File... |
| =

Save score results

Selected: |

[ ]
[ ]

1] e

Alphabetically J
Cancel | | |

General tab

You need to specify a Data File and a Grove file to perform scoring operation. You can do this using the
following controls.

Open Data File...
USE <file>

When you press this button, the Open File dialog allows specifying the dataset. For the best results this
dataset should contain all the predictors used when building a model.

& Absent predictors and levels of categorical variables will be treated by Scoring engine as missing
data. Scoring engine matches variables by name.
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Open Grove File...

GROVE <file>

When you press this button, the Open File Dialog allows specifying the Grove file containing the model
you would like to score.

v" If you have a Grove file already open in the application, the dialog will use it by default. A display
associated with a grove usually has a [Score...] button in the bottom right corner. This is a handy way to

score a model you're working with.
Save Grove... |

Once you configured essential required parameters, the [Score] button becomes available. You can run
the simulation right away with the default settings.

Cnmmands...l Translate... |

Score Data bt

General Select Cases I Advanced I

Data
Open Data File... | I C:\Program Files\5alford Systems\Salford Predictive Modeler 8.0YSample Data\sample.csv

Grove

Open Grove File. .. | C:\Program Files\Salford Systems\Salford Predictive Modeler 8.0\Docs\Examples\atom.ary

Select model to score: I Automate ATOM - & Models LI

~Save score reslts

I | Save Scores As... | I

[T save all model related values ™ save all varisbles on input dataset o score datasst

I SaveGrove 8s... | |

Select Spedific Model
Selected: | Optimal Select...

Target, Weight and ID Variables

Target Variable

Select | Clear |

Weight Variable

Select | Clear |

Select up to 50 ID Variables

Sort: | Alphabeticall
I ph Y LI Select | Remove |

Cancel I Continue | Score |

The rest of the controls in the dialog allow you to configure the scoring process.
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Select model to score
HARVEST ENGINE=<Engine Name>, SELECT <Model Selection parameters>

A Grove file may contain multiple models. For example, on the screenshot above the grove contains 8
models produced as a result of AUTOMATE ATOM. Using this combo box, you can either specify an
individual model or request to score all the models at once as an ensemble.

v HARVEST command is quite versatile and flexible. To make good use of it, please check the
documentation.
Select Specific Model

HARVEST PRUNE <Model Specific parameters>

Many of the algorithms produce a group of related models. These models represent various tradeoffs
between simplicity and accuracy. For more details, please see documentation on a specific algorithm
(CART®, TreeNet, etc.). Select Specific Model group of controls allows you to either request an optimal
model to be scored or invoke a model-specific selection dialog.

Save Scores As
SAVE <file> [MODEL, COMPLETE]

You can specify that you would like raw scores to be saved in a dataset. You can request additional data
to be saved for each observation, along with the raw scores. Save all model related values instructs the
engine to save model-specific data. For example, classification models can produce class probabilities.
Save all variables on input dataset to score dataset adds all the variables used to construct the model to
the resulting dataset. Target, Weight and ID Variables group gives a more flexible, alternative way to
handle variables in the simulation dataset.

Save Grove As

SCORE GROVE=<file>

Scoring engine produces descriptive information about the simulation (Performance Stats, Prediction
Success table, etc.). All these results are displayed in the GUI and can be saved into a Grove file for later

reference.

Target, Weight and ID Variables

Target, Weight and ID Variables

Target Variable X1
X2

Select ,
X3
| X4

Weight Yariable

Select Clear

[ w

Select up to 50 ID Variables

Remove

Sort: | File Order j
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The list on the left-hand side contains all the variables in the simulation dataset. The controls in the group
allow you to include specific variables into the resulting dataset and assign specific roles to them.

Target Variable

SCORE DEPVAR=<variable>

Specifies which variable in the source dataset contains actual values of the Target variable. When actual
Target is available, the Scoring engine can produce scoring performance measures. If available, actual
target variable is saved to the resulting dataset.

v' By default, the engine matches the Target variable by name.
Weight Variable

WEIGHT <variable>

You can use a variable to identify Case Weights during simulation.
ID Variables

IDVAR <varl>, <var2>,

Allows you to specify which variables should be included into the resulting dataset. The variable does not
necessarily have to be a variable used to build a model.

Select Cases tab

Please refer to Select Cases tab documentation for Model Setup.
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Advanced tab

Score Data X
General Select Cases Advanced
Save Options Reporting Options
r ™ Report Verbose
™ Compute Variable Importance via Randomization Test I Report Qutlier Stats
1

Impute Options Performance Options
™ Impute variable(s) ™ Enable buffered scoring
E
-

-

Ol i i

E
CART Options Automate Options
I Save Path Down the Tree Indicators ¥ Create Ensemble Model
[ save -1/0/+1 Mode Indicators ™ Omit Baseline /Reference Model if present
= ™ Generate Predicted Qutcome via Voting
ol 0.0000 3 o
s Y1 =l
-

Cancel | Continue | Score

You can use the following advanced settings to configure the Scoring engine.
Include predicted probabilities
SCORE PROBS=<N>

For classification models, this specifies that predicted probabilities for each target class should be
included in the resulting dataset.

Compute Variable Importance via Randomization Test
SCORE VARIMP=<YES|NO>, NPREPS=<n>

The scoring engine will evaluate variable importance for predictors in CART®, TreeNet®, MARS®, GPS,
RandomForests, Logistic Regression, and Regression models by randomly perturbing predictor data and
evaluating model performance measures for the perturbed data relative to those for unperturbed data.
The number of random perturbations can be specified.

Impute variable(s)

SCORE IMPTARGET=<YES|NO>

This command requests that target values, if missing in the input data, are replaced with their predicted
values for purposes of summary statistics and in any saved dataset. Missing data imputation can also be

based on non-model based statistics produced with the STATS command, in which case the MEAN,
MEDIAN, and MODE options are used to specify how missing continuous data are to be imputed.
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In place variable importance
SCORE INPLACE=<YES |NO>

When IMPTARGET=YES, this option will control whether imputations are made “in place” or not. Missing
values will be replaced with imputations while leaving all non-missing data points unchanged. Without this
option, the original variable is unchanged and an imputed version of the variable is added to the output
dataset.

Create missing value indicator(s)
SCORE MVI=<YES|NO>

When IMPTARGET=YES, this option can be used to create an additional “missing value indicator”
variable that flags whether the original value was missing or not (i.e. was it imputed).

CART® Options — Save "Path Down the Tree" Indicators
SCORE PATH =<YES|NO>

For CART® models, requests that for each observation an index is recorded of each node the observation
is assigned to. Variables in form PATH_<number> are added to the output dataset. Each column contains
either

+ 1-based index of an intermediate node.
+ A negative number, the absolute value of which is a 1-based index of a terminal node.

+ 0 to indicate no node assignment. Used as a placeholder after an assignment to a terminal node is
recorded.

CART® Options — Save -1/0/+1 Node Indicators

SCORE ND=<YES |NO>

For CART® models, requests that node dummies be added to the output dataset.
TreeNet® Scoring Offset

SCORE OFFSET=<x>

OFFSET defines an "offset value" for binary and regression TreeNet® models. It is similar to the INIT
option but is specified as a literal value (not a variable name).

SCORE INIT=<variable>

INIT defines a "start value" for binary and regression TreeNet® models. It is the scoring counterpart to the
TREENET INIT option used when building the model. INIT is a variable on your dataset, while OFFSET is
a literal value.

Save MARS® Basis Functions

SCORE BASIS=<YES|NO>
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This option adds values for each of the basis functions in a MARS® model to the output dataset. This
allows the possibility for a rich set of second-stage models.

Report Verbose

SCORE IMPUTE=<YES|NO>, MEAN | MEDIAN | MODE, VERBOSE

Requests that target values, if missing in the input data, are replaced with their predicted values for
purposes of summary statistics and in any saved dataset.

Report Outlier Stats
SCORE OUTLIER=<YES |NO>

Produces several tables in Classic Output showing model performance measures as a function of outlier
trimming.

Performance Options — Enable buffered scoring

SCORE BUFFERED=<YES |NO>

The Scoring engine will score each model separately, passing once through the dataset for each model,
and will reconcile all the model scores in a post-processing step. Use this option to minimize the memory
footprint of your scoring process for large groves with many models to score.

Save individual tree predictions and terminal node numbers for every tree in a RandomForest

SCORE TREESCORES=<YES|NO>, TREENODES=<YES|NO>

For classification and regression RandomForests models, this command requests that predictions of each
tree and terminal node numbers are saved along with the prediction of the forest.

Run GPS to post-process a TreeNet® model

SCORE GPS=<YES|NO>

Builds a second-stage pipeline model on the TreeNet® model, using options on the GPS command.
Automate Options — Create Ensemble Model

SCORE ENSEMBLE=<YES |NO>

If a grove contains more than one model you can request whether they will be scored together as an
ensemble or each model will be scored individually. In latter case the output dataset will contain scores
for all the models in the grove.

Automate Options — Omit Baseline/Reference Model if present

SCORE OFT=<YES |NO>
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Some automates produce first model as a baseline to compare other models against. In most cases when
such a Grove is scored as an ensemble it is recommended to exclude the baseline from it. Turn this
option ON if you would like baseline model to be part of the ensemble.

Automate Options — Generate Predicted Outcome via Voting

Automate Options — Generate Predicted Outcome via Averaging Model Scores

SCORE TNAVERAGE=<YES |NO>

The Scoring engine will score ensembles composed of classification or logistic binary TreeNet® models in
a special way. Most categorical ensembles are scored using a voting approach, in which the predicted
class of each individual model is noted and the class with the most instances, or "votes", is determined to
be the predicted class of the ensemble as a whole. However, with classification or logistic binary
TreeNet® ensembles, another approach which is typically more accurate is used by default: the raw
scores of the individual class-specific TreeNet®s are averaged over all the models in the ensemble, and
the predicted probabilities and the class are then determined.

Model Translation Dialog

One of the effective ways to deploy a predictive model to production is to translate it in a form that your
environment can execute. You can translate a model from a saved grove using Model>Translate

Model... menu item or

button on the toolbar.

Model Translation

Grove

Open Grove File... |

Save Output To File
[ | Save Output A |

Language or Text report

B S I B
5 N TS B B B

| gt.z
MODELBEGIN MODELDONE
[ MoDE
[ TvODE
Cancel

OK

You need to specify a Grove file to perform the translation. Do this in the Open File dialog when you

press the [Open Grove File]button.
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If you have a Grove file already open in the application, the dialog will use it by default. A display
associated with a grove usually has the [Translate] button in the bottom right corner that will also lead to
this Model Translation window.

Score... Save Grove...

Commands... |

This is a handy way to translate a model you’re working with.

Model Translation *
Grove
Open Grove File.... | C:\Program Files\Salford Systems\Salford Predictive Modeler 8.0\Docs\Examples\atom. grv
Select model to translate: | Automate ATOM - & Models j

Select Specific Model
Selected: | |

Save Output To File
[ Save Output ... |

Language or Text report

SAS Options
(¢ 5ag ™ Classic - >
I
(I C (" History
Missing value string: | gt.z
" pMML " Rules
£ Java ~ Begin label: | MODELBEGIN Done |label: | MODELDCONE
(" Skeleton Node prefix: | NODE
(" Topology Terminal Node Prefix: | TNODE

Cancel CK

The rest of the controls in the dialog allow you to configure the translation process.
Select model to translate
HARVEST ENGINE=<Engine Name>, SELECT <Model Selection parameters>

A Grove file can contain multiple models. For example, on the screenshot above the grove contains 8
models produced as a result of AUTOMATE ATOM. With this combo box you can either specify an
individual model or request to score all the models at once as an ensemble.

v" HARVEST command is quite versatile and flexible. To make good use of it, please check the
documentation.

Select Specific Model
HARVEST PRUNE <Model Specific parameters>

Many of the algorithms produce a group of related models. These models represent various tradeoffs
between simplicity and accuracy. For more details, please see documentation on a specific algorithm
(CART®, TreeNet®, etc.). Select Specific Model group of controls allows you to either request an optimal
model to be scored or invoke a model-specific selection dialog.
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Save Output to File
TRANSLATE OUTPUT=<file>

By default, the translation results are printed to the Classic Output window. You can request translation
results to be saved into a file. The default extension is the conventional extension for the Translation
Language currently selected.

Language

@ TRANSLATE LANGUAGE = CLASSIC | SAS | C | PMML | JAVA | HISTORY | SKELETON
| PLOTS | TOPOLOGY | RULES

Choose the language you would like your model to be translated to. You can choose from the following
options:

¢ SAS - produces implementation of the model in SAS/STAT® software programming language.
¢+ C —produces implementation of the model in C programming language.

¢+ PMML — translates the model into Predictive Model Markup Language.

+ Java - produces implementation of the model in Java language.

+ Classic — prints out Classic Output for the model. This way you can always review the Classic Output
if the model was saved into a grove.

+ History — lists the commands that were issued during the session up until the model was built.

¢+ Rules — translates node rules using SAS syntax. For CART® and TreeNet® models, the default is to
list all rules (all nodes other than the root nodes). For RuleLearner® models, the default is to list 10
rules, but this can be changed with the NRULES option.

¢ Plots — produces an XML file containing plot information produced by TreeNet® models.

+ Skeleton — produces a brief topology display with node numbers only, no split information (CART®
only).

¢ Topology — produces a set of FORCE commands for each split in a CART® model being translated.
You can then apply these commands to a compatible dataset and see whether and how terminal
nodes will be split for the new data.

SAS Options
& TRANSLATE SMI = "SAS missing value string", SBE = "SAS begin label", SDO =
"SAS done label", SNO = "SAS node prefix", STN = "SAS terminal node prefix", SNE =

"SAS TreeNet® prefix"

When translating into SAS, you may also specify additional SAS-related preferences. The definitions
should become clear once you look at a sample SAS output.

Options Dialog
You can configure your environment when working with the application via the Options Dialog. You can

W

invoke it using the Edit>Options... menu item or the button on the toolbar.
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Options x

General CART Random Forests MARS Directories Analytics ]

General Options

Text Report Preferences Concurrency & Parallelism
[ summary stats for all model variables Run at most 2 |5 tasksin parallel
[JGains tables [_]ROC tables [ Confusion Matrices

] summary plots Use short notation for commands

- If number of -
Report analysis time predictors exceeds: il
Show command prompt at startup
[Juse exponential notation for values near zero window To Display When Data Is Opened
Decimal places: | 5 |5 (O Classic Qutput (@) Activity Window
Residual fit diagnostics reports for Regression () Model Setup

Discrete Variables Cardinality Report

N Vars.: IE - Exdude:@ =] N Levels: E - Default Yariable Sorting Crder
Bins & Dedles (max 100) () File order (®) alphabetical

Bins: = iles: =
Ij z Dedles: Ij z Discrete Variables, Max. distinct values:
ROC Graph Axes Labels

Track: | 1000 |5 Display: 0=
True Pos, Rate/False Pos, Rate w re I: spiay I:

Reset Dismissible Motifications Save as Defaults Recall Defaults

Cancel
Each tab in the dialog contains the buttons to control the life-time of the settings with considerable
flexibility.
Save as Defaults

Persist the settings on a tab between sessions of the application. When you launch the application again,
these settings will be applied on startup.

& Settings saved as Defaults are not automatically applied to the current session. Make sure to press
the [OK] button if you want them to be applied at once. The [Cancel] button will restore the settings
before the dialog was open.

Recall Defaults

Populate current tab with settings currently persisted between sessions.

This way you can apply peculiar configurations to particular sessions and still have the preferred
configuration you want to be in effect by default.

General tab

This tab contains most common used global settings in the application.

Text Report Preferences
The report preferences allow you to turn on and off the following parts in the SPM Classic Output.
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Summary stats for all model variables

LOPTIONS MEANS=<YES|NO>

Report the summary statistics including mean, standard deviation, minimum, maximum, etc. In
classification models, the stats are reported for the overall train and test samples and then separately for
each level of the target.

Gains tables

LOPTIONS GAINS=<YES|NO>

Report Gains tables for CART® classification models.

ROC tables

LOPTIONS ROC=<YES |NO>

Report ROC tables for CART® classification models.

Confusion Matrices (prediction success tables)

LOPTIONS CONFUSION MATRIX=<YES|NO> / [CLASS|PROB|BOTH]

LOPTIONS PREDICTION SUCCESS=<YES|NO> / [CLASS|PROB|BOTH]

Report Confusion Matrix with misclassification counts and percents by class level. For some reports, two
tables are available: one based on class predictions and one based on predicted probabilities. You can
control them individually or request both.

Summary plots

LOPTIONS PLOTS=<YES|NO> / “<plot character>”

Enables summary plots in the text output and allows a user-specified plotting symbol.

Report analysis time

LOPTIONS TIMING=<YES|NO>

Report CPU time required for each stage of the analysis.

Use exponential notation for values near zero / Decimal places

FORMAT=<#> / UNDERFLOW

Precision to which the numerical output is printed. This will affect all the Ul as well as text output from the
engine after this option is applied. The UNDERFLOW option prints tiny numbers in scientific notation.

Residual fit diagnostics reports for Regression
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LOPTIONS RESIDUALDIAG=<YES |NO>

Enables or suppresses residual model fit diagnostic reports for regression models only.

Other Controls

ROC Graph Labels

ROC graphs are traditionally labeled differently in different industries. You can select from the two
labeling schemes displayed below:

ROC Graph Axes Labels

Concurrency & Parallelism
THREADS=<n>

Specifies maximal degree of parallelism (maximal number of worker threads permitted to run in the
application). By default, the GUI application uses number of physical cores (not hyperthreading cores) on
the machine.

& In our experience setting a number of tasks to run in parallel higher than the number of physical cores
may significantly degrade performance.

Use Short Command Notation

Sets the minimal number of predictors that triggers a short command notation in the command log. When
the number of predictors is small, each predictor is printed in the command log (for example, KEEP or
CATEGORY commands). However, when the number of predictors exceeds the limit, the SPM uses
“dash” convention to indicate ranges of predictors (for example, X1-X5).

v' This setting only affects how the GUI generates commands. The command parser supports both
short and standard command notations.

Window to Display When Data Is Opened

When you open a data file, the SPM gives you three choices for what to do next:

+ Classic Output — use this if you don’t want any task-specific dialogs to pop up as soon as a dataset is
open. Useful when authoring command files.

+ Activity Window — this dialog gives you a convenient way to access common data mining tasks once
a new dataset is open.

¢ Model Setup — in many common analysis scenarios, the window to navigate to from the Activity
Window is Model Setup. For convenience, you have an option to bypass the Activity Window for a
newly open dataset.

Default Variable Sorting Order

Many GUI displays include a list of variables and you can always change the sort order between
Alphabetical and File Order (the order in which the variables appear in your data file). This setting allows
you to determine the ordering that will always show first when a dialog is opened.
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Algorithm-specific tabs

Please refer to documentation on a specific algorithm (CART®, TreeNet®, etc.) for information about tabs
with algorithm-specific options. The settings on these tabs are usually configured for a newly installed
instance of the application and only changed rarely, if ever, after that. In contrast, the Model Setup dialog
contains settings that are likely to change for every engine run.

Directories tab

This tab allows you to setup working directories. The SPM gives you flexibility to specify working
directories for different categories of files.

General ] CART ] Random Forests MARS Directories l Analytics
Default Directories
Input Files
Data: |C:'|,\“.fork'|Data'|, V| | =
Mode! information: | C\Work'WModels| v|
Command: |C:'|,\“.|'0rk'5cripts v|

Most Recently Used file list: | g 12

Output Files

Mode! information: | Co\WorkModelsh, w |

Prediction results: | C:\Work\Data\Score e |
Run report: | C:\Work'\Reports), v|

Session Logs and Temporary Files
Temporary: | D:\SPMiTemp)| v|

Save as Defaults Recal Defaults

Cancel

Input Files Locations

By default, the SPM GUI looks for files at the following locations:
+ Data — datasets for modeling.
+ Model information — previously-saved the SPM model files.

¢+ Command — command files or scripts.

Output Files Locations

By default, the SPM GUI writes files to the following locations:
+ Model information — the SPM model files saved for later scoring or export.

+ Prediction results — output datasets containing scores or predictions.
¢+ Run report — classic plain text output.

v' Depending on your working style you may choose to store input and output files at the same location
or use separate locations for them.
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Temporary Files

Specifies the location where the SPM creates temporary files, including command log files for entire
application sessions.

By default the SPM queries OS for current user’s default directory for temporary files. When selecting a
directory for temporary files please take the following into consideration.

+ Make sure that the drive where the temporary folder is located will have enough space (at least the
size of the largest data set you are planning to use).

¢ Temporary files with names like SPMU1227120944 s2as__.txt are records of your previous
sessions. The first part of the name refers to today’s date (December 27t 2012) followed by a
random series of digits and letters to give the file a unique name. These command logs provide a
record of what you were doing during any session and will be stored even if you experience an
Operating System crash or power outage. You may find this record invaluable if you ever need to
reconstruct work you were doing.

v" You can browse these session logs using View>Past Session Logs menu.

¢ Temporary files with names other than SPMUnnnnn.txt are normally deleted when you shut the SPM
down. If you find such files in your temporary directory it is safe to delete them as they contain no
useful information.

Analytics tab

With consent, Minitab collects application analytics to help better understand our customers’ needed. If
you would like to participate, please check the “Share application analytics” box.

v" We never collect data that is entered in the software or stored in application files.
Options *

General ] CART ] Random Forests MARS ] Directories Analytics

Application Analytics

With consent, Minitab collects application analytics to help us better understand our customers'
needs, We never collect data that is entered in the software or stored in application files.

Privacy Policy

Share application analytics

Cance

Additional Control Functions
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. ﬂ —Control icon that automatically changes all path references to make them identical with the Data:
entry.

. J —Control icon that starts the Select Default Directory dialog, allowing the user to browse for the
desired directory.

. j —Control that allows you to select from a list of previously-used directories.

o ¥ MostBecently Used file list: |2 — Control that allows the user to specify how many files to show
in the Most Recently Used (MRU) menu. The maximum allowable is 20 files. files. files.
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Model Setup Dialog

The Model Setup dialog is a primary tool for configuring and running the SPM analyses. Virtually all users
of the SPM, from novices to seasoned experts, use it in their work daily. The power of this dialog is that
knowledge of the most important part of the SPM Command Language is encapsulated into the
streamline GUI. Depending on your goal, you can get your predictive model all configured and running in
seconds or generate the first version of a Command Language script.

In this section we will use the GOODBAD.CSV dataset. Open the dataset in the SPM (Reading Data
walks through opening a dataset in details). Once you do this you can get to the Model Setup via

Model>Construct Model or g]E{g| toolbar button. You can also navigate to this dialog from the Activity
Window.

Controls are grouped into tabs in such a way that you have to visit only a minimal number of tabs to set
up a particular the SPM run. Simplest runs can be configured by only visiting the first Model tab.

Tab headings are displayed in RED when the tab requires information from you before a model can be
built. For example, when a dataset is open right after startup, the Model Setup dialog looks like this.

s Off
{" Discover only

(" Discover and run

After Building a Model

Save Grove...
8 EI

Analysis Engine

|CART Decision Tree

Model Setup x
Limits ] Costs ] Priors ] Penalty ] Lags ] Automate ]
Model ] Categorical ] Force Split ] Constraints ] Testing ] Select Cases ] Best Tree ] Method ]
Variable Selection
Target Type
Variable Nams Target | Predictor | Categorical | Weight | A sz Classification/
Logistic Bi
e - - - - - ogistic Binary
CREDIT_LIMIT = |— - Regression
EDUCATIONS - - v - - " Unsupervised
GENDER ™ ™ - - -
HH_SIZE r r r r r Set Focus Class...
INCOME ™ ™ - - -
MARITALS r~ r~ v r r .
Target Variable
N_INQUIRIES ™ ™ - - -
NUMCARDS r r r -l
Weight Variable
Sort: |Alphabetically - r r r
Filter Mumber of Predictors
(* AlfSelected (" Character 1 Mumeric 14
Automatic Best Predictor Discovery Mumber of Predictors in Model: 14

Cancel | | |

The tab is red because we have not yet selected a TARGET variable. Without this information, the SPM
does not know which of the variables we are trying to analyze or predict. This is the only required step in
setting up a model. Everything else is optional.

Selecting Target and Predictor Variables

MODEL <depvar>
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KEEP <varl>, <var2>,

Introduction to Model Restoration

Variables are selected in the Variable Selection grid on the Model tab.

For this walkthrough, the binary categorical variable TARGET (coded 0/1) is the target (or dependent)
variable. To mark the target variable, check the box in the Target column.

Model Setup X
Limits ] Costs ] Priors ] Penalty ] Lags ] Automate ]
Model Categorical ] Force Split ] Constraints ] Testing ] Select Cases ] Best Tree Method ]
Variable Selection
j Target Type
Variable Name Target | Predictor | Categorical | Weight | A s Classification/
Logistic Binar
INCOME r|r r r | r . St sy
MARITALS r v - RS
N_INQUIRIES I ™ ™ r " Unsupervised
NUMCARDS - ~ B r
OCCUP_BLANK r r r TEFITEE
OWNRENTS r [ r r
POSTBIN I ™ ™ r )
E v N E Target Variable
[
TARGET TARGET
TIME EMPLOYED r - -
Weight Variable
Sort: |Alphabetically - r u r
Filter MNumber of Predictors
(* Alfselected  Character { Numeric 13
Automatic Best Predictor Discovery Mumber of Predictors in Model: 13
{+ Off After Building a Model Analysis Engine
{" Discover anly Save Grove... |C."-\RT Decision Tree j
(" Discover and run 8 3
Cancel | Continue | Start |

v" In contrast to previous versions of the SPM, once there’s a check in the Target column, the
Categorical column becomes locked. You should use the Target Type radio group to specify whether

you’re working with a continuous or categorical target.

Next we indicate which variables are to be used as predictors. Many algorithms in the SPM are automatic
variable selectors, so you do not have to do any selection at all, but in many circumstances you will want

to exclude certain variables from the model.

v'If you do not explicitly select the predictors the SPM is allowed to use, then the SPM will screen all

variables for potential inclusion in its model.

v" Even if all the variables available are reasonable candidates for model inclusion, it can still be useful

to focus on a subset for exploratory analyses.

In this run we will select all the variables except POSTBIN. Do this by clicking on the Predictor column
heading to highlight the column, checking the Select Predictors box underneath the column and then

unchecking POSTBIN. Your screen should now look as follows.
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Model Setup X
Limits ] Costs ] Priors ] Penalty ] Lags ] Automate ]
Model ] Categorical | Force Spit | Constraits |  Testng | SelectCases | BestTree |  Method |
Variable Selection
j Target Type
Variable Nams Target | Predictor | Categorical | Weight | Awx. sz Classification/
Logistic Bi
INCOME - - r - oasticBnary
MARITALS r | # v - r Regression
M_INQUIRIES - r3 - I - " Unsupervised
NUMCARDS I [v - - -
OCCUP_BLANK r r - Sechudieilass
OWNRENTS - r3 3 I -
POSTEIN v w = = Target Variable
d v
TARGET =
TIME EMPLOYED r v r - =
Weight Variable
Sort: |Alphabetically - 7 r r
Filter Number of Predictors
(* AlfSelected ( Character 1 Mumeric 12
Automatic Best Predictor Discovery Mumber of Predictors in Model: 12
(e Off After Building a Model Analysis Engine
{" Discover only Save Grove... |CF\RT Decision Tree j
(" Discover and run 8 EI
Cancel | Continue | Start |

v' ltis always a good idea to exclude bookkeeping columns such as ID variables. These are not suitable

for prediction.

v" You can select groups of cells with mouse and keyboard and then use checkboxes under the grid to
check and uncheck boxes in all selected rows at once. The grid supports selecting nonadjacent cells
when you press and hold the [Ctrl] key and adjacent cells when you press and hold the [Shift] key.

Categorical Predictors

CATEGORY <wvarl>,

<var2>,

Categorical column allows you to specify which of the numeric variables are categorical by nature.
Character variables, like MARITAL$, have been automatically checked as categorical. Let's select
GENDER as a numeric categorical predictor.
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Model Setup
Limits | Costs I Priors I Penalty | Lags | Automate |
Model I Categorical I Force Split I Constraints I Testing I Select Cases I Best Tree I Method I
| Variable Selection
"~ Target Type
Variable Name Target | Predictor | Categorical | Weight | A, — & Classification/
Logistic Binar
AGE r| v r r . og v
R .
CREDIT_LIMIT r W r r - saressien
EDUCATIONS r v v r r " Unsupervised
GENDER r| ¥ -
HH_SIZE r ~ r r r Set Focus Class... |
INCOME r v r r r I—
MARITALS r v v r r Taraet Variah
arget Variable
N_INQUIRIES r v r r r e
NUMCARDS r r r =
Weight Variable
Sort: IAJ abeticall vl Select Select Select
ph v Predickors ¥ Cat, = L, |
—Filter Number of Predictors
@ Alfselected ¢ Character ¢ Numeric 12
Automatic Best Predictor Discovery Mumber of Predictors in Model: 12
@ Off After Building a Model Analysis Engine
" Discover only ’7 Save Grove... | ’7|CART Decision Tree =]
Mazimum variableslﬁ.
" Discover andrun for sach class a= )
Cancel Continue | Start

Case Weights

WEIGHT <wgtvar>

In addition to selecting target and predictor variables, the Model tab allows you to specify a case-

weighting variable.

Case weights, which are stored in a variable of the dataset, typically vary from observation to observation.

An observation’s case weight can, in some sense, be thought of as a repetition factor. A oszosiice;

To select a variable as the case weight, simply put a checkmark against that variable in the Weight
column. For the sake of example let's uncheck NUMCARDS as a predictor and check it as a WEIGHT

variable.

Minitab &'
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Model Setup X
Limits ] Costs ] Priors ] Penalty ] Lags Automate ]
Model Categorical l Force Split ] Constraints ] Testing ] Select Cases ] Best Tree l Method ]
Variable Selection
j Target Type
Varable Mame Target | Predictor | Categorical | Weight | Awc. (+ Classification/
Logistic Bi
MARITALS — ™ W r - ogistic Binary
- -
N_INQUIRIES r 3 r r r Regression
NUMCARDS I I I I (" Unsupervised
QCCUP_BLANK - v - r r
OWNRENTS rw 3 r SR
POSTEIN ™ ™ - - -
TARGET v I [ r - .
- o - - - Target Variable
v
TIME_EMPLOYED e
Weight Variable
Sort: |Alphabetically - r - u MUMCARDS
Filter Mumber of Predictors
* allfselected  Character  Mumeric i1
Automatic Best Predictor Discovery Mumber of Predictors in Model: 11
" Off After Building a Model Analysis Engine
(" Discover only Save Grove... |CART Decision Tree j
(" Discover and run 8 3
Cancel | Continue | Start |

& If you are using a test sample contained in a separate dataset, the case weight variable must exist
and have the same name in that dataset as in your main (learn sample) dataset.

Auxiliary Variables

AUXILIARY <varl>,

<var2>,

Aucxiliary variables are variables that are tracked throughout the work of the engine but are not
necessarily used as predictors. By marking a variable as Auxiliary, you indicate that you want, for
example, to be able to retrieve basic summary statistics for such variables in any node in the CART® tree.
Let's mark AGE, CREDIT_LIMIT and N_INQUIRIES as Auxiliary variables.
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Model Setup x
Limits ] Costs ] Priors ] Penalty ] Lags l Automate ]
Model l Categorical ] Force Split ] Constrairts ] Testing ] Select Cases ] Best Tree Method ]
Variable Selection
Target Type
Variable Name Target | Predictor | Categorical | Weight | A, v Classification/
AGE - = - - = Logistic Binary
~ .
CREDIT_LIMIT r | r r R
EDUCATIONS r v v r - " Unsupervised
GENDER r v v I B
HH_SIZE r v r r r Set Focus Class...
INCOME I v - - -
MARITALS I v v r - )
- v - - F Target Variable
N_INQUIRIES TARGET
NUMCARDS r r r R
Weight Variable
Sort: |Alphabetically hd i r r NUMCARDS
Filter Number of Predictors
(* Alfselected { Character  Numeric 11
Automatic Best Predictor Discovery Mumber of Predictors in Model: 11
(+ Off After Building a Model Analysis Engine
(" Discover only Save Grove... |CART Decision Tree j
(" Discover and run 8 El
Cancel | Continue | Start |

& Aux. column is hidden when Auxiliary variables are not supported by the current analysis engine.
Analysis Engine

With this combo box you select an Analysis Engine you would like to apply to the data. Depending on
your license, you will see all or some Analysis Engines supported by the SPM (CART®, TreeNet®, etc.).

v Currently selected Analysis Engine determines which tabs are available. Also, the content of the tabs

themselves could change according to the specifics of the Analysis Engine.

Save Grove...
GROVE <file>

Grove is a universal container file format used by the SPM engine to store any kind of modeling results. It
includes complete information about the model-building process. For example, for CART® analyses it
contains multiple collections of trees with pruning sequences.

Application’s Ul can visualize the modeling results saved to a grove just like it does for a model you build
in the current session. Actually, if you don’t specify the Grove file here, a temporary one will be created.
Depending on your workflow, you would want to specify a Grove file for your analysis here or use the
[Save Grove] button in the Results window.

v' Specifying Grove file name in advance makes sense for analyses that take a long time to run.

You can always open a saved Grove file via File>Open>Open Grove... or the @ toolbar button. This
file is used for Scoring and Translating of the model.
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Automatic Best Predictor Discovery
TREENET DISCOVER = (MANUAL | AUTO) [, TOP = <n>]

You can use the TreeNet® algorithm to discover most important predictors before you run the analysis.
This could be useful if the desired Analysis Engine could benefit from narrowing down the predictor list.
Discover only will show results of the discovery and give you control to select the predictors while
Discover and run will make a selection automatically and proceed to run the analysis.

& In many cases it is advisable to just run a TreeNet® model and explore its results rather than using
auto-discovery. Variable Importance tab has a facility to configure the SPM engine with the list of
most important predictors.

Model tab

The Variable Selection grid is described in the Selecting Target and Predictor Variables section. The tab
also has the following controls.

Setting Focus Class

In classification runs, some of the reports generated by the SPM (gains, prediction success, color-coding,
etc.) have one target class in focus. By default, the SPM will put the first class it finds in the dataset in
focus. A user can overwrite this by pressing the [Set Focus Class] button

Sorting Variable List

The variable list can be sorted either in physical order or alphabetically by changing the Sort: control box.
Depending on the dataset, one of those modes will be preferable, which is usually helpful when dealing
with large variable lists.

Specifying Target Type

The SPM uses the Target Type radio group to determine how the Target variable will be interpreted by
the engine. The following Target Types are supported:

+ Classification/Logistic Binary — the Target is categorical or binary, may have 2 or more categories.
¢+ Regression — the Target is continuous.
¢+ Unsupervised — no Target variable is required in the data.

v' The content of other tabs depends quite substantially on the Target Type selected.
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Categorical tab

Categorical tab allows you to manage text labels for categorical predictors and it also offers controls
related to how we search for binary tree splitters on high-level categorical predictors.

Model Setup X
Limits ] Costs ] Priors ] Penalty ] Lags ] Automate ]
Model Categorical ] Force Split ] Constraints ] Testing ] Select Cases ] Best Tree ] Method ]

Change Class Mames and Set Cateqgorical Search Parameters

High-Level Categorical Variables

Categorical Variable Mumber of Levelz
ggﬁugﬂ T | g Threshold level for
3 enabling inteligent
GEWDER 2| | categorical split search: | 15 3:
MARITALY 3
OWMNRENTS 4
Search
200

More
Faste —
= L T T T B N R B I | Accurate

10 100 200 300 400

Set Class Mames

Automatic Best Predictor Discovery Mumber of Predictors in Model: 11
' Off After Building a Model Analysis Engine
{" Discover only Save Grove... |CART Decision Tree j
" Discover and run 8 3
Cancel Continue | Start |

Setting Class Names

CLASS <variable> <level>=<string>, <level>=<string>, ...

You can specify more descriptive names for levels of categorical variables. Press the [Set Class Names]
button to get started. In the left panel, select a variable for which labels are to be defined. If any class
labels are currently defined for this variable, they will appear in the left panel and, if the variable is
selected, in the right panel as well (where they may be altered or deleted). To enter a new class name in
the right panel for the selected variable, define a numeric value (one that will appear in your data) in the
File Value column and its corresponding text label in the Display Value column. Repeat for as many class
names as necessary for the selected variable.

You need not define labels for all levels of a categorical variable. A numeric level, which does not have a
class name, will appear in the SPM output as it always has, as a number. Also, it is acceptable to define
labels for levels that do not occur in your data. This allows you to define a broad range of class names for
a variable, all of which will be stored in a command script (.CMD file), but only those actually appearing in
the data will be used.

In a classification tree, class names have the greatest use for categorical numeric target variables (i.e., in
a classification tree). For example, for a four-level target variable PARTY, classes such as “Independent,”
“Liberal,” “Conservative,” and “Green” could appear in the SPM reports and the navigator rather than
|evels ll1ll, ll2ll, |l3|l, ar]d |l4.ll

& Only the first 32 characters of a class name are used, and some text reports use fewer due to space
limitations.
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For example, let's give more descriptive names to the levels of GENDER variable. The Categorical
Variable Class Names dialog appears as follows.

Categorical Variable Class Mames x
Variables Clazs Walues for: j
EDUCATIONS GENDER
= GEMDER File: W alue Dizplay alus
-4 = Male -4 b ale
& = Female B
MARITALS
OWNRENTS <— Add
TARGET
[v Auto add

Delete Done

v If you use the GUI to define class names and wish to reuse the class names in a future session, save
the command log before exiting the SPM. Cut and paste the CLASS commands appearing in the
command log into a new command file.

High-Level Categorical Predictors in Decision Trees

BOPTIONS NCLASSES=<n>
BOPTIONS HLC= <nl>, <n2>

We take great pride in noting that the SPM is capable of handling categorical predictors with thousands of
levels (given sufficient RAM workspace) when searching for a split for a decision tree. However, using
such predictors in their raw form is generally not a good idea. Rather, it is usually advisable to reduce the
number of levels by grouping or aggregating levels, as this will likely yield more reliable predictive models.
It is also advisable to impose the HLC penalty on such variables (from the Model Setup—Penalty tab).
These topics are discussed at greater length later in the Guide. In this section we discuss the simple
mechanics for handling any HLC predictors you have decided to use.

For the binary target, high-level categorical predictors pose no special computational problem as exact
short cut solutions are available and the processing time is minimal no matter how many levels there are.

For the multi-class target variable (more than two classes), we know of no similar exact short cut
methods, although research has led to substantial acceleration. HLCs present a computational challenge
because of the sheer number of possible ways to split the data in a node. The number of distinct splits
that can be generated using a categorical predictor with K levels is 2%' -1. If K=4, for example, the number
of candidate splits is 7; if K=11, the total is 1,023; if K=21, the number is over one million; and if K=35, the
number of splits is more than 34 billion! Naive processing of such problems could take days, weeks,
months, or even years to complete!
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To deal more efficiently with high-level categorical (HLC) predictors, the SPM has an intelligent search
procedure that efficiently approximates the exhaustive split search procedure normally used. The HLC
procedure can radically reduce the number of splits actually tested and still find a near optimal split for a
high-level categorical.

The controls to configure options for high-level categorical predictors look as follows.

High-Level Categorical Variables

Threshold level for
enabling intelligent

categorcal split search: |15 El:

Search Intensity
200

10 100 200 300 400

The settings above indicate that for categorical predictors with 15 or fewer levels, we search all possible
splits and are guaranteed to find the overall best partition. For predictors with more than 15 levels we use
intelligent shortcuts that will find very good partitions but may not find the absolute overall best. The
threshold level of 15 for enabling the short cut intelligent categorical split searches can be increased or
decreased. In the short cut method we conduct “local” searches that are fast but explore only a limited
range of possible splits. The default setting for the number of local splits to search is around 200. To
change this default and thus search more or less intensively, increase or decrease the search intensity
gauge. Our experiments suggest that 200 is a good number to use and that little can be gained by
pushing this above 400. A higher number leads to more intensive and longer searching whereas a lower
number leads to faster, less thorough searching.

v" You can configure more aggressive searching using command language.

v Remember that these controls are only relevant if your target variable has more than two levels. For
the two-level binary target (the YES/NO problem), the SPM has special shortcuts that always work.

v" Remember that there are actually disadvantages to searching too aggressively for the best HLC
splitter. Such searches increase the likelihood of overfitting the model to the training data.
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Testing Tab

Testing is a vital stage in most algorithms. Without testing, we cannot know how well a given model can
be expected to perform on new data. The SPM allows you to choose from different test strategies.

Model Setup bt
Limits ] Costs ] Priors ] Penalty ] Lags ] HAutomate l
Model ] Categorical ] Force Split ] Constraints Testing ] Select Cazes ] Best Tree Method ]

Select Method for Testing
" Mo independent testing - exploratory model
" Fraction of cases selected at random: 0.20 0 (

" Test sample contained in a separate file:
Cross-Validation
& V-fold cross-validation: Folds: |10 EI: [ Save CV models to grove

[ Save OOB Predictions:

" Variable determines CV bins:

" Variable separates learn, test, (holdout):

POSTEIN

Automatic Best Predictor Discovery Mumber of Predictors in Model: 11
¢ Off After Building a Model Analysis Engine
(" Discover only Save Grove... |CART Decision Tree j
(" Discover and run o 3
Cancel Continue | Start |

No Independent Testing
PARTITION NONE

This option skips the entire testing phase and relies fully on the Learn Sample. We recommend you use
this option familiar with the data set, as this option provides no way to assess the performance of the
model when applied to new data. ing familiar with the data set, as this option provides no way to assess
the performance of the model when applied to new data.

Bypassing the test phase can be useful when you are using CART® to generate a quick cross tabulation
of the target against one of your predictors. This use of CART® is discussed in more detail in other
sections.

v" This mode is not supported by some algorithms.
Fraction of Cases Selected at Random
PARTITION [ LEARN=<x>, TEST=<x>, HOLDOUT=<x>, FAST|EXACT ]

Use this option to let the SPM automatically separate a specified percentage of data for test purposes.
Because no optimal fraction is best for all situations, you will want to experiment. In the original CART®
monograph the authors suggested a 2/3, 1/3 train/test split, which would have you set the test fraction to
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.33. In later work, Jerome Friedman suggested using a value of .20. In our work with large datasets, we
favor a value of .50 and in some cases we even use .70 when we want to quickly extract a modest-sized
training sample. So our advice is: don’t be reluctant to try different values.

The advantage of using PARTITION TEST=.50 is that the train and test samples are almost identical in
size, facilitating certain performance comparisons.

Setting PARTITION TEST=.80, for example, is a fast way to pull a relatively small extract from a large
database. Just be sure to check the size of the sample that is selected for training. If it is too small you
cannot expect reliable results.

This mechanism does not provide you with a way of tagging the records used for testing. If you need to
know which records were set aside for testing you should create a flag marking them for test and then
use the SEPVAR method for testing (see below).

The SPM offers two different methods in selecting the random partition: fast and exact. FAST provides
agreement with previous versions of the SPM and does independent random draws per record (default).
EXACT carries out a random draw step before the data are processed, producing final partition-specific
record counts that are likely to be exactly, or very close, to what one would expect.

Test Sample Contained in a Separate File

PARTITION FILE="filename.ext"

Two separate files are assumed—one for learning and one for testing. The files can be in different
database formats and their columns do not need to be in the same order.

& The train and test files must both contain ALL variables to be used in the modeling process.

v' In general we recommend that you keep your train and test data in the same file for data
management purposes. This helps to ensure that if you process your training data you also process the
test data in exactly the same way.

V-fold Cross-validation
PARTITION CROSS [ = <n>]

Cross validation is a marvelous way to make the maximal use of your training data, although it is typically
used when data sets are small. For example, because the HOSLEM.CSV dataset contains only 189
records, it would be painful to segregate some of those data for the sake of testing alone. Cross validation
allows you to build your tree using all the data. The testing phase requires running an additional 10
models (in 10-fold CV), each of which is tested on a different 10% of the data. The results from those 10
test runs are combined to create a table of synthesized test results.

Cross validation is discussed in greater detail in the Command Language Guide. When deciding whether
or not to use cross validation, keep these points in mind:

v' Cross validation is always a reasonable approach to testing. However, it is primarily a procedure that
substitutes repeated analyses of different segments of your data for a more typical train-test
methodology. If you have plentiful data, you can save quite a bit of time by reserving some of the data for
testing.

Cross validation can give you useful reports regarding the sensitivity of results to small changes in the
data.

Even in a large data set the class of interest may have only a handful of records. When you have only a
small number of records in an important target class you should think of your data set as small no matter
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how many records you have for other classes. In such circumstances, cross validation may be the only
viable testing method.

Reducing the number of cross validation folds below ten is generally not recommended. In the original
CART® monograph, Breiman, Friedman, Olshen and Stone report that the CV results become less
reliable as the number of folds is reduced below 10. Further, for classification problems there is very little
benefit from going up to 20 folds.

If there are few cases in the class of interest you may need to run with fewer than 10 CV folds. For
example, if there are only 32 YES records in a YES/NO classification data set (and many more NOs) then
eight-fold cross validation would allow each fold to contain four of these cases. Choosing 10-fold for such
data would probably induce the SPM to create nine folds with three YES records and one fold with five
YES records. In general, the better balance obtained from the eight-fold CV would be preferable.

There is nothing technically wrong with two-fold cross validation but the estimates of the predictive
performance of the model tend to be too pessimistic. With 10-fold cross validation you get more accurate
assessments of the model’s predictive power.

& Every target class must have at least as many records as the number of folds in the cross validation.
Otherwise, the process breaks down, an error message is reported (e.g. for CART® “No Tree Built”
situation occurs). This means that if your data set contains only nine YES records in a YES/NO
problem, you cannot run more than nine-fold cross validation. Modelers usually run into this problem
when dealing with, say, a three-class target where two of the classes have many records and one
class is very small. In such situations, consider either eliminating rare class cases from the dataset or
merging them into a larger class.

v' If your dataset has more than 3,000 records and you select cross validation as your testing method
for CART® analysis, a dialog will automatically open informing you that you must increase the setting for
the “maximum number of observations in learning dataset with cross validation” in the Model Setup —
Limits tab. This warning is intended to prevent you from inadvertently using cross validation on larger
datasets and thus growing eleven trees instead of just one. To raise the threshold, adjust the value as
shown below:

Dataset Size Warning Limit for Cross-Validation

Warn if the number of observations in learning 3000 =
dataset for cross-validation exceeds: =

Variable Determines CV Bins
PARTITION CROSS [ = <n> | <variable>, OOB=<"filename.ext">]

You can create your own partitioning for cross-validation. You must add a variable with bin number to the
dataset and use the Variable determines CV bins testing strategy.

Whether the bins are generated (see previous section) or specified, you can gain useful insight from
predictions for each record when the record is in the test partition. You can specify a file you want to save
these scores to using Save OOB Predictions control. OOB stands for Out Of Bag.

v" Most algorithms do report Test partition performance measures when Cross-Validation is used.
Variable Separates Learn, Test (and Validate) Samples

PARTITION SEPVAR=<variable>
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A variable on your data set can be used to indicate which records are to be used for learning (training)
and which are to be used for testing or validation.

+ Use a numeric variable to define simple learn/test/holdout partitions. Such variables shall be coded
with 0 indicating “train”, 1 indicating “test” and -1 indicating “holdout”.

+ If you prefer you can use a text variable with the values “LEARN”, “TEST” and “HOLDOUT”. (You can
use lower case if you prefer.)

This option gives you complete control over train/test partitions because you can dictate which records
are assigned to which partition during the data preparation process.

v' Consider creating several separation variables to explore the sensitivity of the model-building process
to random data partition variation.

Select Cases tab

SELECT <var$> <relation> '<string$>'

This tab allows you to specify up to ten selection criteria. A selection criterion can be specified in terms of
any variable appearing in the data set, whether or not that variable is involved in the model, and is
constructed as follows:. A selection criterion can be specified in terms of any variable appearing in the
data set, whether or not that variable is involved in the model, and is constructed as follows:

+ Select a variable in the variable list puts it to Select text box.

+ Select one of the predefined logical relations by clicking its button.

+ Enter a value of the variable to compare against in the Value text box.

+ Click the [Add to List]to add the constructed criterion to the right window (and use the [Delete from
List]<ei button to remove).

For example, if you want to exclude all people over 35 years of age from the analysis, double-click on
AGE. Click on the =< button and enter 35 in the Value text box. When you click on the [Add to List]
button, AGE=<35 will now appear in the previously-blank panel on the right, as illustrated above.
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Maodel Setup x
Limits ] Costs ] Priors ] Penatty ] Lags ] Automate ]
Model | Categorical | Force Spit | Constraints | Testing Select Cases ] Best Tree Method |
A Selected Record Must Satisfy ALL of the Conditions
e [aee=e3s
CREDIT_LIMIT
EDUCATIONS
GEMDER.
HH_SIZE
INCOME
MARITALS
MN_IMQUIRIES
MUMCARDS
QCCUP_BLAMEK
OWNRENTS
POSTBIM
TARGET
TIME_EMPLOYED
Sort: |Alphabetically « |
=|=2]| =
Variable: | AGE JJJ Value: | 35
=< _<|<|
Automatic Best Predictor Discovery MNumber of Predictors in Model: 11
f¢ Off After Building a Model Analysis Engine
(" Discover only Save Grove... |CART Decision Tree j
(" Digcover and run & EI
Cancel | Continue | Start |

v' The SELECT criteria are “ANDed,” meaning that if you specify two conditions, both must be satisfied
for a record to be selected into the analysis. If you want to create logical selection criteria that allow some
but not all conditions to be met, you will need to use the built-in BASIC programming language.

Cost Tab

v' This is a classification-only feature.
MISCLASSIFY COST=<value> CLASSIFY <origin class> AS <predicted>

Because not all mistakes are equally serious or equally costly, decision makers are constantly weighing
quite different costs. If a direct mail marketer sends a flyer to a person who is uninterested in the offer the
marketer may waste $1.00. If the same marketer fails to mail to a would-be customer, the loss due to the
foregone sale might be $50.00. A false positive on a medical test might cause additional more costly tests
amounting to several hundreds of dollars. A false negative might allow a potentially life-threatening illness
to go untreated. In data mining, costs can be handled in two ways:

+ On a post-analysis basis where costs are considered after a cost-agnostic model has been built.
+ During analysis in which case costs are allowed to influence the details of the model.

The SPM is unique in allowing you to incorporate costs into your analysis and decision making using
either of these two strategies.

To incorporate costs of mistakes directly into your SPM model, complete the matrix in the Model Setup—
Costs tab illustrated below. For example, if misclassifying bad loans (TARGET=1) is more costly than
misclassifying good loans (TARGET=0), you may want to assign a penalty of two to misclassifying class 1
as 0. (See the Guide for the algorithm of your choice for a detailed discussion of misclassification costs.)
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Model Setup X
Model ] Categorical ] Force Split ] Constraints ] Testing ] Select Cases ] Best Tree ] Method ]
Limits Costs Priors Penalty Lags Automate

Costs For: TARGET

! | Defaults
1.00
_ Symmetrical
Class Distance
Distance Step
1.00 4::|
i
misclassified as Cost: | 2Jo0
Automatic Best Predictor Discovery MNumber of Predictors in Model: il

(v DOff After Building a Model Analysis Engine

" Discover only Save Grove... |CART Decision Tree j

(" Discover and run o EI

Cancel | Continue | Start |

v" Only cell ratios matter, that is, the actual value in each cell of the cost matrix is of no consequence—
setting costs to 1 and 2 for the binary case is equivalent to setting costs to 10 and 20.

v In a two-class problem, set the lower cost to 1.00 and then set the higher cost as needed. You may
find that a small change in a cost is all that is needed to obtain the balance of correct and incorrect and
the classifications you are looking for. Even if one cost is 50 times greater than another, using a setting
like 2 or 3 may be adequate.

v" On binary classification problems, manipulating costs is equivalent to manipulating priors and vice
versa. On multilevel problems, however, costs provide more detailed control over various
misclassifications than do priors.

By default, all costs are set to one (unit costs).

To change costs anywhere in the matrix, click on the cell you wish to alter and enter a positive numeric
value in the text box called Cost. To specify a symmetrical cost matrix, enter the costs in the upper right
triangle of the cost matrix and click on the [Symmetrical] button. The SPM automatically updates the
remaining cells with symmetrical costs. Click on the [Defaults] button to restore the unit costs.

& The SPM requires all costs to be strictly positive (zero is not allowed). Use small values, such as
.001, to effectively impose zero costs in some cells.

& We recommend conducting your analyses with the default costs until you have acquired a good
understanding of the data from a cost-neutral perspective.
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Priors tab

This is a classification-only feature.

(g

PRIORS EQUAL

(g

PRIORS DATA

(g

PRIORS MIX

(g

PRIORS LEARN
PRIORS TEST

i

(g

PRIORS SPECIFY <classl>=<valuel>, <class2>=<value2>,

The Model Setup—Priors tab is one of the most important options you can set in shaping a classification
analysis and you need to understand the basics of it to get the most out of the SPM. Although the
PRIORS terminology is unfamiliar to most analysts, the core concepts are relatively easy to grasp. Market
researchers and biomedical analysts make use of the priors concepts routinely but in the context of a
different vocabulary.

We start by discussing a straightforward 0/1 or YES/NO classification problem. In most real world
situations, the YES or 1 group is relatively rare. For example, in a large field of prospects only a few
become customers, relatively few borrowers default on their loans, only a tiny fraction of credit card
transactions and insurance claims are fraudulent, etc. The relative rarity of a class in the real world is
usually reflected in the data available for analysis. A file containing data on 100,000 borrowers might
include no more than 4,000 bankrupts for a mainstream lender.

Such unbalanced data sets are quite natural for SPM and pose no special problems for analysis. This is
one of SPM’s great strengths and differentiates SPM from other analytical tools that do not perform well
unless the data are “balanced”.

The SPM default method for dealing with unbalanced data is to conduct all analyses using measures that
are relative to each class. In our example of 100,000 records containing 4,000 bankrupts, we will always
work with ratios that are computed relative to 4,000 for the bankrupts and relative to 96,000 for the non-
bankrupts. By doing everything in relative terms we bypass completely the fact that one of the two groups
is 24 times the size of the other.

This method of bookkeeping is known as PRIORS EQUAL. It is the default method used for classification
models and it often works supremely well. This is the setting we almost always use to start our exploration
of new data. This default setting frequently gives the most satisfactory results because each class is
treated as equally important for the purpose of achieving classification accuracy.

Priors are usually specified as fractions that sum to 1.0. In a two-class problem EQUAL priors would be
expressed numerically as 0.50, 0.50, and in a three-class problem they would be expressed as 0.333,
0.333, 0.333.

é° PRIORS may look like weights but they are not weights. Priors reflect the relative size of a class after

SPM has made its adjustments. Thus, PRIORS EQUAL assures that no matter how small a class
may be relative to the other classes, it will be treated as if it were of equal size.

é° PRIORS DATA (or PRIORS LEARN or PRIORS TEST) makes no adjustments for relative class
sizes. Under this setting small classes will have less influence on the SPM tree and may even be
ignored if they interfere with the SPM’s ability to classify the larger classes accurately.
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v PRIORS DATA is perfectly reasonable when the importance of classification accuracy is proportional
to class size. Consider a model intended to predict which political party will be voted for with the
alternatives of Conservative, Liberal, Fringe1 and Fringe2. If the fringe parties together are expected to
represent about 5% of the vote, an analyst might do better with PRIORS DATA, allowing SPM to focus on
the two main parties for achieving classification accuracy.

Six different Priors options are available, as follows:

¢+ EQUAL Equivalent to weighting classes to achieve BALANCE (default setting)
+ DATA Larger classes are allowed to dominate the analysis

¢ MIX Priors set to the average of the DATA and EQUAL options

¢ LEARN Class sizes calculated from LEARN sample only

¢ TEST Class sizes calculated from TEST sample only

¢ SPECIFY Priors set to user-specified values

Maodel Setup X
Model ] Categorical ] Force Split ] Constraints ] Testing ] Select Cases ] Best Tree Method ]
Limits ] Costs Priors l Penalty ] Lags ] Automate

Priors For: TARGET
¥ EQUAL: All categories have equal probability

" LEARN: Probabilities match learn sample frequendies
" TEST: Probabilities match test sample frequendies

(" DATA: Probabilities match total sample frequencies
" MIx: The average of EQUAL and DATA

(" SPECIFY:  Specify priors for each level

Target Class Priors

a 1

1 1
Automatic Best Predictor Discovery Mumber of Predictors in Model: 11
(¢ Off After Building a Model Analysis Engine
(" Discover only Save Grove... |CART Decision Tree j
(" Discover and run i 3 =

Cancel | Continue | Start |

You can change the priors setting by clicking on the new setting’s radio button. If you select SPECIFY,
you must also enter a value for each level of your target variable. Simply highlight the corresponding
class and type in the new value.

v" Only the ratios of priors matter—internally, SPM normalizes the specified priors so that the values
always sum to one.

& Certain combinations of priors may result in no model being built. This means that, according to this
set of priors, having no model (a trivial model, which makes the same class assignment everywhere)
is no worse than having a tree. Knowing that your target cannot be predicted from your data can be
very valuable and in some cases is a conclusion you were looking for.
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& If the target variable contains >5000 values, you must use the Command Language for user-specified
priors.

Penalty tab

v' This section uses CART® to demonstrate how penalties work, but they are available for other
Analysis Engines too.

PENALTY <var>=<penalty>, /MISSING=<mis vall>,<mis valZ2>,

HLC=<hlc vall>,<hlc val2>
PENALTY /MISSING=1,1, HLC=1,1

The penalties available in SPM were introduced by Salford Systems starting in 1997 and represent
important extensions to machine learning technology. Penalties can be imposed on variables to reflect a
reluctance to use a variable as a predictor. Of course, the modeler can always exclude a variable; the
penalty offers an opportunity to permit a variable into the model but only under special circumstances.
The three categories of penalty are:

¢+ Missing Value Penalty: Predictors are penalized to reflect how frequently they are missing. The
penalty is recalculated for every node in the tree.

+ High Level Categorical Penalty: Categorical predictors with many levels can distort a tree due to their
explosive splitting power. The HLC penalty levels the playing field.

+ Predictor Specific Penalties: Each predictor can be assigned a custom penalty.

In CART®, a penalty will lower a predictor’s improvement score, thus making it less likely to be chosen as
the primary splitter. Penalties specific to particular predictors are entered in the left panel next to the
predictor name and may range from zero to one inclusive.

Penalties for missing values (for categorical and continuous predictors) and a high number of levels (for

categorical predictors only) can range from "No Penalty" to "High Penalty" and are normally set via the
slider on the Penalty tab, as seen in the following illustration.
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Model Setup X
Madel ] Categorical l Force Split ] Constraints ] Testing ] Select Cases ] Best Tree l Method ]
Limits ] Costs ] Priors Penalty l Lags ] Automate

Penalty

Missing Penal
Penalties on Variables | J o

Variable Yalue Mo Penalty W |High Penalty
AGE | 0ao
CREDIT_LIMIT 0.00 Set1 Penalty =[0.00
EDUCATIONS 0ao J
GEMDER 0.00 - | = :
HH_5IZE 000 High Level Categorical Penalty
INCOME 0ao
MARITALE 000 Mo Penalty J . . .. . |HighPenalty
M_INQUIRIES nao
OCCUP_BLANK .00 Penalty = [1.00
O'wWMNRENT$ 0.00

TIME_EMPLOYED 0.0 Advanced

Sort: |Alphabetically Reset to zero

Automatic Best Predictor Discovery Mumber of Predictors in Model: 11
{+ Off After Building a Model Analysis Engine
(" Discover only Save Grove... |CART Decision Tree |
(" Discover and run & EI
Cancel | Continue | Start |

In the screenshot above, we have set both the Missing Values and the HLC penalties to the frequently
useful values of 1.00. Advanced users wishing control over the missing value and high-level categorical
penalty details can click the [Advanced] button.

Penalties on Variables

In CART®, the penalty specified is the amount by which the variable’s improvement score is reduced
before deciding on the best splitter in a node. Imposing a 0.10 penalty on a variable will reduce its
improvement score by 10%. You can think of the penalty as a “handicap”: with a 0.10 penalty we are
saying that the penalized variable must be at least 10% better than any other variable to qualify as the
splitter.

v" Penalties may be placed to reflect how costly it is to acquire data. For example, in database and
targeted marketing, selected data may be available only by purchase from specialized vendors. By
penalizing such variables we make it more difficult for such variables to enter the tree, but they will enter
when they are considerably better than any alternative predictor.

v' Predictor-specific penalties have been used effectively in medical diagnosis and triage models.
Predictors that are “expensive” because they require costly diagnostics, such as CT scans, or that can
only be obtained after a long wait (say 48 hours for the lab results), or that involve procedures that are
unpleasant for the patient, can be penalized. If penalizing these variables leads to models that are only
slightly less predictive, the penalties help physicians to optimize diagnostic procedures.

& Setting the penalty to one is equivalent to effectively removing this predictor from the predictor list.

Missing Values Penalty
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In CART® at every node every predictor competes to be the primary splitter. The predictor with the best
improvement score becomes one. Variables with no missing values have their improvement scores
computed using all the data in the node, while variables with missings have their improvement scores
calculated using only the subset with complete data. Since it is easier to be a good splitter on a small
number of records, this tends to give quite a big advantage to variables with missing values. To level the
playing field, variables can be penalized in proportion to the degree to which they are missing. This
proportion missing is calculated separately at each node in the tree. For example, a variable with good
data for only 30% of the records in a node would receive only 30% of its calculated improvement score. In
contrast, a variable with good data for 80% of the records in a node would receive 80% of its
improvement score. A more complex formula is available for finer control over the missing value penalty
using the Advanced version of the Penalty tab.

Missing Penalty-+Fract. of Improvement Kept

0.00
Fraction .00 % (fracﬁnnNu:ntMissing )

Suppose you want to penalize a variable with 70% missing data very heavily, while barely penalizing a
variable with only 10% missing data. The Advanced tab lets you do this by setting a fractional power on
the percent of good data. For example, using the square root of the fraction of good data to calculate the
improvement factor would give the first variable (with 70% missing) a .55 factor and the second variable
(with 10% missing) a .95 factor.

The expression used to scale improvement scores is:
S=ax* (proportion_not_missing)b

The default settings of a = 1, b = 0 disable the penalty entirely; every variable receives a factor of 1.0.
Useful penalty settings set a = 1 with b = 1.00, or 0.50. The closer b gets to 0 the smaller the penalty. The
fraction of the improvement kept for a variable is illustrated in the following table, where "%good" = the
fraction of observations with non-missing data for the predictor.

$good b=.75 Db=.50

0.9 0.92402108 0.948683298
0.8 0.84589701 0.894427191
0.7 0.76528558 0.836660027
0.6 0.68173162 0.774596669
0.5 0.59460355 0.707106781
0.4 0.50297337 0.632455532
0.3 0.40536004 0.547722558
0.2 0.29906975 0.447213595
0.1 0.17782794 0.316227766

Looking at the bottom row of this table we see that if a variable is only good in 10% of the data it would
receive 10% credit if b=1, 17.78% credit if b=.75, and 31.62% credit if b=.50. If b=0, the variable would
receive 100% credit because we would be ignoring its degree of missingness.

v" In most analyses we find that the overall predictive power of a tree is unaffected by the precise setting
of the missing value penalty. However, without any missing value penalty you might find heavily missing
variables appearing high up in the tree. The missing value penalty thus helps generate trees that are
more appealing to decision makers.
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High-Level Categorical Penalty

Categorical predictors present a special challenge to decision trees. Because a 32-level categorical
predictor can split a data set in over two billion ways, even a totally random variable has a high probability
of becoming the primary splitter in many nodes. Such spurious splits will not prevent the SPM from
eventually detecting the true data structure in large datasets, but they make the process inefficient. First,
they add unwanted nodes to a tree, and as they promote the fragmentation of the data into added nodes,
the reduced sample size as we progress down the tree makes it harder to find the best splits.

To protect against this possibility, SPM offers a high-level categorical predictor penalty used to reduce the
measured splitting power. On the Basic Penalty dialog, this is controlled with a simple slider.

The Advanced Penalty dialog allows access to the full penalty expression. The improvement factor is
expressed as:

_ 1ad
S = mindL 14c Iogz[node__sue] )
N _categories—1

By default, ¢ = 1 and d = 0; these values disable the penalty. We recommend that the categorical variable
penalty be set to (c = 1, d = 1), which ensures that a categorical predictor has no inherent advantage over
a continuous variable with unique values for every record.

& The missing value and HLC penalties apply uniformly for all variables. You cannot set different HLC

or missing value penalties to different variables. You choose one setting for each penalty and it will
apply to all variables.

v" You can set variable-specific penalties and general missing value and HLC penalties. Thus, if you
have a categorical variable Z that is also sometimes missing you could have all three penalties applying
to this variable at the same time.
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Working with the SPM® Command Language

Introduction to the Command Language

This chapter describes the situations in which a GUI user may want to take advantage of the two
alternative modes of control in SPM, command-line and batch, and provides a guide for each of the
modes. For users running SPM non-GUI (particularly on a UNIX platform), this chapter contains a detailed
guide to command syntax and options and describes how GUI version may assist you in learning the
command-line language.

The following picture illustrates common channels of interaction between a user and SPM.

Command F
(".cmd)
Source Data Scored Data
Command Files (*.cmd ) Grove Files (*.arv)
Grove Files (*.arv) Classic Output (*.dat)
Output (*.dat)
Reports (%.rt)
GUI Commands SFM Resulls GUI

Front End ENGINE ™ Back End

First, note that SPM itself is a sophisticated analytical engine controlled via command sequences sent to
its input that can generate various pieces of output when requested.

An inexperienced user can communicate with the engine via the GUI front and back ends. The GUI front
end provides a set of setup screens and “knows” how to issue the right command sequences according to
the user’s input. It is also possible to request the GUI front end to save command sequences into an
external command file. The GUI back end captures the results produced by the engine and displays
various plots, tables, and reports. Most of these can be directly saved to the hard drive for future
reference. The whole cycle (marked by the large arrows in the diagram) is completely automated so that
the user does not need to worry about what is taking place underneath.

A more demanding user may write separate command files with or without the help of the GUI front end.
This feature is especially attractive for audit trail or various process automation tasks. Given that the
current release of SPM for UNIX is entirely command-line driven, the user running SPM for UNIX will fall
into this category.

The SPM engine performs the following essential operations.
¢ Read data for modeling or scoring

+ Read grove files for scoring and translation.
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¢+ Read and executes command files.

+ Write new data composed of original data and scoring information.
¢ Save models into grove files.

¢ Save classic text output.

The following sections provide in-depth discussions for users who have chosen to use command line
controls.

Alternative Control Modes in SPM® for Windows

In addition to controlling SPM with the graphical user interface (GUI), you can control the program via
commands issued at the command prompt or via submission of a command (.cmd) file. This built-in
flexibility enables you to avoid repetition, create an audit trail, and take advantage of the BASIC
programming language.

Avoiding Repetition

You may need to interact with several dialogs to define your model and set model estimation options.
This is particularly true when a model has a large number of variables or many categorical variables, or
when more than just a few options must be set to build the desired model. Suppose that a series of runs
are to be accomplished, with little variation between each. A batch command file, containing the
commands that define the basic model and options, provides an easy way to perform many SPM
command functions in one user step. For each run in the series, the “core” batch command file can be
submitted to SPM, followed by the few graphical user interface selections necessary for the particular run
in question.

Creating an Audit Trail

The Command Log window can help you create an audit trail when one is needed. Imagine not being
able to reproduce a particular analysis track, perhaps because the specific set of options used to create a
model (e.g., the name of the data set itself) was never recorded. The updated command log provides you
with the entire command set necessary to exactly reproduce your analysis, provided the input data do not
change.

Taking Advantage of SPM’s Built-In Programming Language

SPM offers an integrated BASIC programming language that allows the user to define new variables,
modify existing variables, access mathematical, statistical and probability distribution functions, and
define flexible criteria to control case deletion and the partitioning of data into learn and test samples.
Small BASIC programs are defined near the beginning of your analysis session, after you have opened
your dataset but before you estimate (or apply) the model and usually before defining the list of predictor
variables. BASIC is powerful enough that in many cases users do not need to resort to a stand-alone data
manipulation program.

Open a Notepad

Notepad window facilitates both creating and executing the scripts or Command Files. To create a new
Command File you can

¢+ Create New Notepad from main menu.
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Edit View Explore Report Window

Clear WWarkspace Ctrl +F l
Mew Motepad... Ctrl+N -
Open L

v" Note that you can use the [Ctrl]+[N] shortcut anywhere in the application.

¢ Open an existing Command File using the main menu.

[0 Edit View Explore Model Limits Report Window Help

Clear Workspace Ctrl+R ﬂ J{,llﬁl El @ll ?Eglbfﬂh'l

| .| 72| S ctel]

New Motepad... Ctrl+M
Open 2 Data File... Ctrl+0
Close SQL Query...

Command File...
Saue (3

Alternatively, there’s an [Open Command File] button on the main toolbar.

Document Operations

When in a Notepad window, you can access all the operations on a Command File via the File menu of
main menu:

m Edit VWiew Explore Report Window
ClearWiforkspace Chrl + R
Mew Motepad... Ctrl+M
Open L
Cloze
Save
Save As,.,

Print... Ctrl+P
Page Setup...
Submit Window Ctrl+W
Submit from Current Line to End  Ctrl+L

i - T T T W T T T— T — T

In addition to regular operations with a document, you can Submit commands from a current Notepad to
SPM engine. There’s an option to submit all the commands, or just the commands from the line where
cursor is positioned till the end of the Command File.

Submit Window command can also execute just a selected range of commands. If there’s text selected in
a Notepad, the application will prompt whether only the commands in the selection should be executed.
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[&] 5P Motepad: (Untitled 1 = [=] 3
MODEL MV

KEEP CRIM, NOX, EM, B

BARTITICH NCHE

CAET GO

Save Contents *

| Save current contents of the window?

Yes Mao Cancel

Running Existing Command Files
You don’t have to have a command file open in a Notepad to run it. File>Submit Command File main

menu item (or | | button on the toolbar) allows you to submit an existing command file to the engine.

& All the GUI results produced by the SPM engine as a result are suppressed. This is very convenient
when you need to build a considerable number of models and you would prefer to explore them later
by opening saved Grove files.

Command Log

The Command Log is a special kind of Notepad window. It is tailored to give access to the log of
commands issued during the current session of the application. You can access the command log from
anywhere in the application via the application’s main menu or using the [Ctrl]+[L] keyboard shortcut.

File Edit Explore Model Limits Re
Iﬁ:| | Open Command Leg Ctrl+L

v' There’s a convenient way to browse commands logged from past sessions. These logs can be
accessed via the View>Past Sessions Log main menu command.

File Edit Explore Model Limits Reg
] Open Command Lo Ctrl+L
p g

[T

Past Session Logs

Once a Command Log is open you can edit the content, execute commands and otherwise use it as a
regular Notepad. Thus, the Command Log does not get updated automatically when SPM executes new
commands. Instead, the Command Log title shows how long ago the last command log was captured.

SPM Notepad: D:\Salford\TestTemp\SPM\spmecmdSPMUB30001_recovery 0906153529 vStg_ bt =B
~

USE "D:\SPM Examples‘\Docs\Examples\GOODBAD.CSV™

REM ***5etting General options

LOFTIONS MERNS = YES, PREDICTION SUCCESS = YES/BOTH, TIMING = YES, GRINS = YES, ROC = YE5, FL(
MODEL TARGET

EEEP AGE-POSTBIN

LOPTICNS UNS = MO

CATEGORY TARGET

ITREENET GO
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To refresh the Command Log, [Right-Click] anywhere in the Command Log window and select Update
Command Log menu item:

Update Command Log

6 All the modifications to the Command Log window will be lost during the update. To preserve the
edits they must be copied to a regular Notepad window.

v’ This feature is helpful for learning command syntax@si.

v" You may save the Command Log into a command file on your hard drive using the File>Save menu.
CART® session, the resulting command file will contain the audit trail of the entire session.

Authoring Command Files

One of the common scenarios to author a command file is to take a Command Log and extract the
relevant commands. This way you can reproduce the analysis you did at any time in the future. This is
also a good starting point to acquire practical understanding of the SPM Command Language. Even most
experienced users in many cases prefer using the Model Setup window to prepare a sketch of the
command file and then take generated command log as a basis for the script.

When working with a script, the Command Builder window comes in handy to lookup command syntax,
variables available in the current dataset, and code snippets for typical tasks.

The Command Builder window can be turned ON and OFF via View menu item of the main menu.

Explu:ure Report Window He
Open Command Log Ctrl+L

Past Session Logs

View Data...
Descriptive Stats...
L Open Activity Window...

v Command builder

Command Builder content structure

Lookup information in the Command Builder is organized into 3 major sections.
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-

SPM Motepad: (Untitled 1) EI@

MODEL MV Double-Click to insert command n
KEEF CRIM, NOK, EM, B

FARTITION NONE M BASIC
CRART GO [#- Engine Commands
- Variables: 14

- CRIM

- INDUS

- CHAS

- NOX

- RM

- AGE

- DIS

- RAD

B

- LSTAT

- MW

SPM BASIC language

The SPM BASIC section contains reference and examples for built-in BASIC language. The language
facilitates data manipulation. It is quite effective in prepping the data for analysis. Please refer to the SPM
BASIC Guide for more detail.

This lookup information section provides reference to all the language elements as well as some
examples.

-

SPM Motepad: (Untitled 1) Double-Click to insert command nﬂ

MODEL MV [=R SPM BASIC A
KEEP CRIM, NOX, RM, B [+ Commands

PARTITIOH NONE .. DELETE

CERT GO - IFIDELETE

- DIM

- FOR...NEXT

- GOTO

- IF... THEN

- IF... THEM FOR

- IF...THEN...ELSE

- IF.. THEN FOR...ELSE FOR

- IF...ELSE IF...ELSE

- |F...FOR...ELSE IF...FOR...ELSE FOR

- STOP

t- Operators

+- Special Variables

H- Functions

- . - Migsing Value

t- Examples

ngine Commands A

[En B B e I e B ]

-
Sort Root section:

m

Default w

The SPM Engine Commands section
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This lookup information section contains reference to the commands to perform predictive analytics tasks.

-

@ Double-Click to insert command n]
MODEL MV B- Epgine Commands Y
KEEF CRIM, NOX, EM, B -- Reference

PRRTITION NONE =)~ Model templates

CART GO =8 CART Decision Tree

i Classification

- Regression

i nsupervised / Cluster Analysis
=~ TreeNet Gradient Boosting Machine
Classification / Logistic Binary
Regression

[=I- RandomForests Tree Ensembles

. Classification

- Regression

Unsupervised / Cluster Analysis
[=I- CART Ensembles and Bagger
Classification

Regression

= GPS/Generalized Lasso

Logistic Binary

- Regression

=l RuleLearner / Model Compression hd

Sort Root section:

Default e

The section contains command reference and source code snippets for common analysis types

supported by the engine. These code snippets are one of the ways to quickly get started with authoring
Command Files.

Variables section

If a dataset is currently open in the application, the Variables section lists all available variables. This is
quite convenient when one needs to supply a particular variable name as an argument to a command.

Using Command Builder

A double-click of the mouse on a specific element in Command Builder inserts a corresponding code
shippet into a Notepad. There are two kinds of elements. Some elements, for example, Numeric
operators in CART® BASIC, need to be part of an expression. Instead, they do not make sense on a
separate line. So when you double-click on such an element it is inserted at current input cursor position.
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[0 5P Notepad: (Untitled 1 Double-Click to insert command n]

MODEL MV - SPM BASIC A~
KEEF CRIM, NCX, BM, B = Commands

PERTITICN NONE .. DELETE

CRERT GO .. F/DELETE

$LET LSTAT2 = LSTAT * 2 DM

- FOR...NEXT

e GOTO

- |F... THEN

- IF... THEN FOR

- |F...THEN...ELSE

- |F...THEN FOR...ELSE FOR

- |F...ELSE IF...ELSE

- |F...FOR...ELSE IF...FOR...ELSE FOR
[=)- Operators

El- Numeric

Q)

e L

Sort Numeric section:

Defaulk ~

All the elements from the Variables section are also inserted at the cursor position.

v" A useful trick is to select a placeholder text and double-click on the variable name of interest.

sFH SPM Notepad: (Untitle

[#- SPM BASIC
-- Engine Commands
- Variables: 17
]

]
718
]

]

. X5

KB

L KG

X0

Sort Variables: 17 section:

|Defaurt j

In contrast, other elements like the SPM Engine commands occupy the entire line. So when double-
clicked, they are inserted as a separate line after the line where the cursor currently is.
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-

5FH SP[ Notepad: (Untitled 2) Double-Click to insert commang

MODEL ¥2 - DISCRETE
WEIGHT=W - ERROR

- EXCLUDE
- FORMAT
- GROUP

- GROVE

- HARVEST
- HELP

-~ HISTOGRAM
- LABEL

- LIMIT

- LINEAR

- LOPTIONS
- METHOD
B- MISCLASS
- MODEL

Sort Reference section:

Default ﬂ

“Separate line” elements do not replace selected text. This allows you to double-click several commands
and the placeholders will appear on consecutive lines. This reflects the process of authoring a Command
File line by line.

Sorting elements and variables

When an element of Command Builder tree is selected, the Sort combo box at the bottom of the window
allows re-ordering of its siblings in the sub-section. The label above the combo box reflects the name of
the parent section. In some sections, like Reference ones, elements are in alphabetical order by default
but there are sections where elements are arranged in a logical order. For example, the default order of
elements in the SPM BASIC language section helps outline the language structure.
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To locate the required element faster, you can change the order of elements to alphabetical.

Minitab =’

ﬁ SPM Notepad: (Untitled 2) | Double-Click to insert comma

MODEL B
WEIGHT=W
KEEP <wvarlsr, <varZ>, ...
LABEL <variable>="ADD LI

Introduction to Model Restoration

- DISCRETE
- ERROR

- EXCLUDE
- FORMAT
- GROUP

- GROVE

- HARWEST
- HELP

- HISTOGRAK
- IDWAR

- KEEP

- LABEL

- LIMIT

- LINEAR

- LOPTIONS
- METHOD
H- MISCLASS
- MODEL

Sort Reference section:

I Default

Alphabeticalty '

-

77



Salford Predictive Modeler® Introduction to Model Restoration

-

@f SPM Motepad: (Untitled 2) Double-Click to insert command
MODEL -

WEIGHT=W =B SR BASIC

EEEFP <warly, <vari>, .... - Commands

LABEL «<wvariabkle»="ADD LAREL - Operators

-- Special Variables
-- Functions

- . - Missing Value
-- Examplez

[+ Variablez: 17

Sort Root section:

Alphabeticaly |

This feature comes in handy when working with a variables list. In some datasets, the order of columns
makes logical sense. In others, however, variable naming convention and the sheer number of variables
makes navigation through variables listed in natural order almost impossible. It is very easy to locate a
known variable in a list sorted alphabetically.

To view the Variables list in alphabetical order:
+ Expand Variables section.

¢ Make sure one of the variables is selected. You should see “Sort Variables” above the Sort combo
box.

+ Select between Default and Alphabetical order.
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-~

’E' SPM Motepad: (Untitled 2) 1 Double-Click to insert command n

MODEL ¥1 . [ Functions A
WEIGHT=W . @ . - Missing Value

KEEF . [ Examples

KEEF X&, <varl .... E- Variables: 17

Y2

Sort Variables: 17 section:

Alphabetically -]

Command Syntax Conventions

The SPM command syntax follows the following conventions:
+ Commands are case insensitive.

+ Each command takes one line starting with a reserved keyword.

+ A command may be split over multiple lines using a comma “,” as the line continuation character.

+ No line may exceed 256 characters.

Please refer to the Command Language Guide for more details.

Example: A sample classification run

The contents of a CLASS.CMD sample command file is shown below. This file is included with the SPM
installation. Line-by-line descriptions and comments follow.
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5P SPM Notepad: C:\Program Files\Salford Systems\Salford Predictive Modeler 8.0\Sample Data\CL... | = [ & |[s£3]
LM s i e e e e oo e o o Lol
REM SAMFLE CLASSIFICATIN RUN
REMp9naunnnnwrrpp9999annnnnurwprppppannnununwrrpppppaanununuwr
REM =INPUT/OUIPUT FILES=
RFMiddddddhdddh kb dddddddddddbbddbdbddddddddbddddhbddddddddddddd
1> USE "C:\Program Files\Salford Systems\Salford Predictive Modeler\Sample Data\sample.csv™
2= GROVE "class.grv"
I OUTEUT "class.dat”
RE‘HUt.n.l‘tt‘lttttltttn..lttttttllDttl.n.ittttttt'trtlnn.ltttt'
REM =QPTIONS SEITINGS=
BEM#® stk ddhkhnhhbdddddhtdrrhhrrhdbdt bbb dwrr bbb d b d v hhhdhw
43> BOPTIONS SURROGATES=5 PRINT=5, COMPETITORS=5, TREELIST=10,
BRIEF, SERULE=0, IMPORTANMCE=1, MISSING=NO
Ba> LOPTIONS MEARNS=YES, MOPRINT=NO, PREDICTIONS=YES/BOTH,
TIMING=YES, PLOTIS=YES, GAINS=NO, ROC=NO
B>> FORMAT=T7/UNDERFLOW
T LIMIT MINCHILD=100, AIOM=200, NODES=5000, DEFTH=50,
LEARN=100000, TEST=100000, SUBSAMPLE=100000
BEM#ddddddddhhdhbdbddddddddddbhbdddddddddddddbdbddbdddddddddid
REM =MODEL SEIUP=
mi*22iii********i-*i2l*ii*********k!:tiii**********i:iiii****
8>> | | MODEL ¥2
9> CATEGORY Y2
105> PRIORS SPECIFY -1 = .5, 1 = .§
Misclassify Cost = 2 Classify 1 as -1
Misclassify Cost = 3 Classify -1 as 1
12> KEEP 215, Z2&, X1, X2, ¥3, X4, X5, X6, X7, X8, X9, X10
13> | | BARTITION SEFVER = T
145> METHOD GINI POWER = 0
15> | | WEIGHT W
165> PEMALTY /f MISSING = 1, 1, HIC = 1, 1
REM!?!.‘FF!Fltlitr!!!!“F!FliliPPPP!!9“!'!1!1"!!!?!9“F!'ttt
REM =BUILD MODEL=
BEM#dddddddddhdhbdbddddddddddbhbdddddddddddddhdbddbdddddddddid
17>> | | CART GO

1=

REMéddddkdddhh bbb kbbb dddddd kv h bbbk ddhdhdw bk r bbb bbb d bk vk

REM =QUIT SEM=

BEM# i b btk wddddd b dddddrddhhr b dd o ddd vk d ik

18> || QUIT

All lines starting with REM are comments and will be ignored by the command parser.

We have marked commands of special interest with RED numbers.

Commands 1 through 3 control which files will be used or created.

1>>
2>>
3>>

The USE command specifies the data set to be used in modeling.
The GROVE command specifies the grove file to be created in the current directory. .
The OUTPUT command specifies the file to save Classic Output to.

Commands 4 through 7 control various engine settings.

4>>
5>>
6>>
7>>

The BOPTIONS command sets important model-building options.

The LOPTIONS command sets various reporting options.

The FORMAT command sets the number of decimal digits to be reported.

The LIMIT command sets various limits, including how many observations and variables are
allowed, the largest tree size allowed, the largest tree depth, the smallest node size allowed, and
whether sub-sampling will be used.

You can omit the commands above in your script unless you need fine control over the SPM engine. In
this case, reasonable defaults will be used.

Commands 8 through 16 specify model settings that usually change from run to run.
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8>> The MODEL command sets the target variable.
9>> The CATEGORY command lists all categorical numeric variables.

v' Character variables are always treated as categorical and need not be listed here.

v' For classification models, numeric targets must be declared categorical.

10>> The PRIORS command sets the prior probabilities for all target classes.

¢ The commands PRIORS DATA or PRIORS EQUAL are useful aliases for common situations.
11>> The MISCLASSIFY commands set the cost matrix.

v" Only non-unit costs need to be introduced explicitly.
v" There will be as many MISCLASSIFY commands as there are non-unit cost cells in the cost matrix.

12>> The KEEP command sets the predictor list.
& This command is NOT cumulative.

13>> The PARTITION command specifies the LEARN/TEST partition method.

v In this example, a dummy variable T separates the TEST part (T=1) from the LEARN part (T=0).
14>> The METHOD command sets the improvement calculation method.

v The commands METHOD GINI and METHOD TWOING are the most widely-used methods.

v POWER>0 results in more even splits.

15>> The WEIGHT command sets the weight variable, if applicable.
16>> The PENALTY command induces additional penalties on missing-value and high-level
categorical predictors.

v We recommend always using the listed penalties.
The remaining two commands are “action” commands.

17>> The BUILD command signals the SPM engine to start the model-building process.
18>> The QUIT command terminates the program.

& Anything following QUIT in the command file will be ignored.
Multiple runs may be conducted using a single command file by inserting additional commands.
Example: A sample regression run

The contents of a REG.CMD (or REGRESS.CMD) sample command file are shown below. This file is
included with the SPM installation. Line-by-line descriptions and comments follow.
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3T SPM Notepad: C:\Program Files\Salford Systems\Salford Predictive Modeler 8.0\Sample Data\RE... | = | = |[3m]

I REKQQ*ﬂt’Q!!‘!*!"ﬁﬁﬁ*!ﬂ’ﬁ"!*ﬂ!ﬁ"ﬁ!QQ*QQQ"!'!Q'!Q!Q‘!*”Q’Q! A

REM SAMPLE REGRESSION RUN

Rmiiﬁ.iiiiﬁﬁtiiii’ﬁ&ﬁtiiiiiii.iﬁiiﬁt'ttti’&iitfi‘iﬁiiii.itiii

REM =INPUT/OUIPUT FILES=
Rm,!ttﬁﬁﬁtttiﬁnnﬁn!,QttﬁﬂhQtﬂtﬁi’ﬁt!tt”ﬁ’*ttt’ﬁ!*tﬁatﬁlﬂﬁ’!!

> USE "C:\Program Files\Salford Systems\Salford Predictive Modeler\Sample Data\sample.csv”
2>> GROVE "reg.grv”

3>> | | OUTPUT "reg.dat”

mt!QlQ!iQQ*Q*ttﬁlt’ﬁt.ﬁ!ﬁ.Qtﬂ*tQ'ﬁt’t!Qiﬁiitﬂit!ﬁtﬁtﬁt!i"ﬁi

REM =OPTICNS SETTINGS=
Rmﬁiﬁtittﬁiﬁi'iiﬂtﬁ"ﬁiﬁ*iﬂiiii'ﬁﬁﬁti.ﬁtiﬁi*i*tiﬁt'ﬂﬁi‘tiﬁtiii
4>> | | BOPTIONS SURROGATES=5 PRINT=5, COMPETITORS=5, TREELIST=10,
BRIEF, SERULE=0, IMPORTANCE=1, MISSING=NO

5>> | | LOPTIONS MEANS=YES, NOPRINT=NO, PREDICTICONS=YES/BOTH,
TIMING=YES, PLOIS=YES, GAINS=NO, ROCC=NC

6>> | | FORMAT=T7/UNDERFLOW

7>> | | LIMIT MINCHILD=100, ATOM=200, NODES=5000, DEPTH=50,
LEARN=100000, TEST=100000, SUBSAMPLE=100000

Rmﬁﬂitiii#iiﬁ**iii*ﬁiitiiitiiiiiiiiiiiﬁQiﬁiiitiiﬁiiiﬁi*i*ﬁii’

REM =MODEL SETUP=
Rm””it'ﬁ!ﬁ.ﬁttﬁ”ﬁ*Q'ﬂQ’.’*.ﬁ"ﬂﬁ”ﬁ!iﬁ’ﬁ’ﬁtt"t'ﬁQtﬁ.’t.ﬁﬁ
8>> | | MODEL Y1
9>> | | CATEGORY
10>> | | KEEP Z1§, 228, X1, X2, X3, X4, XS, X6, X7, X8, X9, X1i0
11>> | | PARTITION SEPVAR = T
12>> | | METHOD LS
13> WEIGHT W
14>> | | PENALTY / MISSING = 1, 1, HIC =1, 1

Rm’tt**ﬁtitﬂi.tltt"*’Qit!‘tﬁ!!tttt!ﬁ!*t'tﬁiﬁﬁ*!ﬁﬁt!ﬁ!!*!t!ﬁt

REM =BUILD MODEL=

Rmiﬁtﬁtii*ﬁii’iiifiiﬁiitﬁiitﬁtii'liﬁi"*itﬁﬁﬁtitiifiﬁiikiﬁ*iii

155> CART GO

Rm’ﬁ!*i!tiﬁtii*tﬁt’*tﬁ*‘.t"ﬁi*iﬁ!ttii’Qi’ﬁﬁ*t’ti’!*tﬁ*!ﬁitt”
REM =QUIT SPM=

Rm.'iﬁﬁiﬁ'tiﬁtﬁttﬁ.ﬁﬁitiiﬁiiﬁﬁ'ﬁﬁttti.ﬁﬁ'iﬁtﬁﬁtiﬁtitttttii"t

16>> | | QUIT v

All lines starting with REM are comments and will be ignored by the command parser.
We have marked commands of special interest with RED numbers.

If you have already mastered the classification run described in the previous section, note that the only
differences are:

¢ The requested output file names have been changed in lines 2 and 3.
¢+ The MODEL command (line 8) now uses a continuous target.

¢ The CATEGORY command (line 9) no longer lists our target.

+ The PRIORS and Misclassify commands are no longer needed.

¢+ The METHOD is changed to LS (least squares, line 12).

A detailed description of each command in this command file is provided below.
Commands 1 through 3 control which files will be used or created during this run.
1>> The USE command specifies the data set to be used in modeling.

2>> The GROVE command specifies the grove file to be created in the current directory.
3>> The OUTPUT command specifies the file to save Classic Output to.
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Commands 4 through 7 control various engine settings.
4>> The BOPTIONS command sets important model-building options.
5>> The LOPTIONS command sets various reporting options.
6>> The FORMAT command sets the number of decimal digits to be reported.
7>> The LIMIT command sets various limits, including how many how many observations and
variables are allowed are allowed, the largest tree size allowed, the largest tree depth, the
smallest node size allowed, and whether sub-sampling will be used.

For the most part, these commands should be left unchanged unless you need fine control over the SPM
engine. A more detailed description can be found in the Appendix Ill Command Reference.

Commands 8 through 16 specify model settings that usually change from run to run.
8>> The MODEL command sets the target variable.
9>> The CATEGORY command lists all categorical numeric variables.

v' Character variables are always treated as categorical and need not be listed here.
v In regression runs, the target is always a continuous numeric variable.

10>> The KEEP command sets the predictor list.
& This command is NOT cumulative.
11>> The PARTITION command specifies the LEARN/TEST partition method.
v In this example, a dummy variable T separates the TEST part (T=1) from the LEARN part (T=0).

12>> The METHOD command sets the loss function.
v" For regression CART® models, LS is least squares loss and LAD is least absolute deviation loss.

13>> The WEIGHT command sets the weight variable if applicable.
14>> The PENALTY command induces additional penalties on missing-value and high-level
categorical predictors.

v We recommend always using the listed penalties.

The remaining two commands are “action” commands.
15>> The BUILD command signals the SPM engine to start the model-building process.
16>> The QUIT command terminates the program.

v Anything following QUIT in the command file will be ignored.

Multiple runs may be conducted using a single command file by inserting additional commands.

Example: A sample scoring run

The contents of a SCORE.CMD sample command file are shown below. This file is included with the SPM
installation. Line-by-line descriptions and comments follow.
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4>>

55>

e

st SPM Notepad: C:\Program Files\Salford Systems\Salford Predictive Modeler 8.0\Sample Data\SCOR... | = || & |[u3n]

REM*hdkkdkhdkhkhhhhhhhhhhhhhhhhhhhhkhkhkhkhkhkhkhhhhhkhdhkhdhdhdk A

REM SAMPLE COMBINE RUN

REM*kdkkkhdkhhhhhhhhhhhhhhhhhhhkhhhhkhkhhkhkhkhhhhhkhhhkhkhkhkhkk

REM =INPUT/OUTIPUT FILES=

REH*****i***ii**i**i***********ﬁ****t*i****i*ttti**t*tt*t**ti*

USE "C:\Program Files\Salford Systems\Salford Predictive Modeler\Sample Data\gymtutor.csv"
SAVE "ScoreOutGym.csv" / MODEL

GROVE "gymtutor.GRV"

REM*kkkkkkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhdhdhkhhhk

REM =SCORE MODEL=
REM*hdh bk ko h ke ke ke ke kA A A kA AR AR AR Ak h A A A A AR R R Rk Rk ok
SCORE DEPVAR=SEGMENT GO

REM*kkkkhkhkhhhhhhhhhhhhhhhhhhhhhhhhkhkhkhkhhhkhkhkkdkhd

REM =QUIT SPM=

REM*hdkkkhdkhkhkhhhdhhdhhdhhhhhhhhhhhhhhkhhkhkhkhkhkhkhhhkhdkhk

QUIT v

=

A detailed description of each command in this command file is provided below.

Commands 1 through 3 control which files will be used or created during this run.
1>> The USE command specifies the data set to be used in modeling.
2>> The SAVE command specifies the case-by-case prediction output file. The specified file may

contain case-by-case predictions, model variable values, path information, and class probabilities.

3>> The GROVE command specifies the binary grove file to be used for scoring.

Commands 4 through 5 control various engine settings.
4>> The SCORE command signals the SPM engine to start the scoring process.
5>> The QUIT command terminates the program.
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Introduction to Model Restoration

This guide describes this new feature in SPM 8.0 used to save and restore the “state of the session”
allowing model restoration at a future point in time.

Introductory User Story:

Morgan has just spent the last two hours working with a data file containing 2,000 variables of which only
1,600 are to be selected as predictors. Some of the variables are categorical. Morgan experimented with
many different test methods, various selection methods, and experimented with defining control
parameters, options, and settings. Morgan is happy with resulting model based on the last two hours of
work.

Question:

How does Morgan save the work accumulated over the last two hours and return to this stopping point at
some later point in time? Morgan would also like to send the progress to colleagues who can use as a
starting point for further modeling.

Answer:

What Morgan needs is the ability to capture the state of the modeling session currently being worked with
into some type of file (container). The history of a session leading up to any given point in time results in
an "engine state" of the session, complete with hundreds of user parameters, options, and settings. This
file will contain an “engine state” and a “session state” which will be discussed later in the walk-about.

As a result, SPM introduces the functionality of “Model Restoration”. The concept of Model Restoration is
to use a file (container) to recall and restore Morgan’s modeling session. As a result, SPM enables
Morgan to return to a previous modeling session, allowing Morgan and his colleagues to pick up work
where they left off.

Given the user’s story above, this functionality can significantly reduce the manual burden on setting up
and running models in the graphical user interface. With 1,500 variables to select, automatically
identifying and selecting target, predictor, and categorical variables alone is a time saver. Considering all
other factors and activities that usually take place during the modeling cycle, various time savings that
may result from being able to restore engine and session settings becomes significant added value to the
modeler.

Getting Started with Model Restoration

The next stage of this walk-about is a guided tutorial through the detailed steps of setting up, creating,
and saving the modeling session file. This is followed by the saving of the model file (container), and
finally the recall and restore step.
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Requirements and Approaches

What are the requirements and approaches for model restoration? The following is an outline of the
requirements which are discussed later in this document.

¢ Grove Must be Created with SPM v8.3.

*  While earlier versions of groves can still be used for scoring and model translation, this feature is
not supported for grove files created in earlier versions of SPM.

¢ Input Data File

* File name
e Variable names
*  Variable ordering

»  Variable count (more, less, etc.)

Model Restoration Tutorial

This tutorial will show you how to save and restore a SPM model. For this tutorial we will be building and
saving a simple binary TreeNet® model using the data fle GOODBAD.CSV which is used in many
examples in this reference publication.

To open the input file GOODBAD.CSV:

+ Select Open>Data File... from the File menu.

v" You may simply click on the El button in the toolbar.

+ Use the Open Data File dialog window to navigate to the Sample Data folder in the SPM installation
directory.

& To speed up further access to the given location, you may want to set up the corresponding working
directory first via Options dialog.

¢+ Choose Delimited (*.csv,*.dat,*.txt) in the Files of type: selection box.
+ Highlight GOODBAD. CSV.
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Open Data File *
Look in: | Sample Data I | <) = B |
E
FaY
i Name Date modified Type Size 3
) More Samples 817720181254 PM  File folder T
Quickaccess @& il difflift.csv 7/6/2018 1:14 AM Microsoft Excel C... 2,515 KB
- (- Boston.csw T/6/2018 1:14 AM Microsoft Excel C... 35 KB
{f]-)| GOODBAD.CSV 9/12/2015 7:09 PM Microsoft Excel C... 33KB :
Desktop -] gymexamg.csv T/6/2018 1:14 AM Microsoft Excel C... 144 KB
(32 Gymtutor.csv T/6/2018 1:14 AM Microsoft Excel C... 9KB P
- Hoslem.csv T/6/2018 1:14 AM Microsoft Excel C... B8 KB
Libraries B- hoslem_char.csv 7762018 1:14 AM Microsoft Excel C... 14 KE
_ B Iris.csv T/6/2018 1:14 AM Microsoft Excel C... 3KB
I‘@ =] MoreSamplesReadMe bt T/6/2018 1:14 AM Text Document 26 KB 0
This PC 32 Mls.csv T/6/2018 1:14 AM Microsoft Excel C... TKB
=] oranges.csv T/6/2018 1:14 AM Microsoft Excel C... 237 KB
de* ) sample.csv 7/6/2018 1:14 AM Microsoft Excel C... 1,293 KB
Ne’.cl\;vork =] SPAM.CSV T/6/2018 1:14 AM Microsoft Excel C... 1,397 KB
File name: GOODBADCSV V| | Open
Files of type: ASCI (".csw; ° dat; ~txt) ~ Cancel
Type of Encoding: Default ~ CDBC

¢ Click the [Open] button to load the data set into TreeNet®.

& Make sure that the data set is not currently being accessed by another application. If it is, the data
loading will fail. This is a common source of problems when dealing with Excel and ASCII files.

+ Inthe resulting Activity window showing the basic info about the dataset, click the button
v' The activity window step can be skipped using the Options dialog.

Setting up the Model

Controls are grouped into tabs in such a way that you need to visit only a minimal number of tabs to set
up a SPM run. Simplest runs can be configured by only visiting the first Model tab.

In this tutorial we will visit only a selected set of these tabs to demonstrate some of the GUI controls
which can be saved and restored in the Model Restoration process.

Tab headings are displayed in RED when the tab requires information from you before a model can be
built. For example, when a dataset is open right after startup, the Model Setup dialog looks like this.

v" Note: To ensure the ordering of variables match this guide, ensure you have select File Order for the
Sort order.
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Model Setup X
Limits | Costs I Priors I Penalty I Lags I Automate I
Model | Categorical I Force Split I Constraints I Testing I Select Cases I Best Tree Method I
| Variable Selection
Target Type
Variable Name Target | Predictor | Categorical | Weight ‘ A, @Classiﬁaﬁonf
TARGET r|r r r SIS
AGE i r r r r O Regression
CREDIT_LIMIT r r r r - (O Unsupervised
EDUCATIONS r r 2 |
GENDER r r r r r Set Focus Class...
HH_SIZE I r r r r I—
INCOME r r r r R
arget Variable
MARITALS r r 2 |
N INQUIRIES r r r roir
Weight Variable
Sort: |File Order w Select Select Select
Predictors Cat. AU,
Filter Mumber of Predictors
@ alljselected () Character () Numeric 14
Automatic Best Predictor Discovery Number of Predictors in Model: 14
@ off After Building a Model Analysis Engine
O Discover only Save Grove... CART Decision Tree i
Maxirnum variables s =
(O Discover and run ~ For each class =
Cancel Continue Start

The tab is red because we have not yet selected a TARGET variable. Without this information, SPM does
not know which of the variables we are trying to analyze or predict. This is the only required step in

setting up a model. Everything else is optional.
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Selecting Target and Predictor Variables
Variables are selected in the Variable Selection grid on the Model tab.

For this walk-about, the binary categorical variable TARGET (coded 0/1) is the target (or dependent)
variable. To mark the target variable, check the box in the Target column.

Model Setup *
TN Interact. ] Class Weights ] Penalty ] Lags ] Automate ]
Model l Categorical ] Testing ] Select Cases ] Treehet ] Flots&Options ] TN Advanced ]
Variable Selection
- Target Type

Variable Name Target | Predictor | Categorical | Weight Classification/
TARGET |7 r v r Logistic Binary
T l_[,\\) — — r O Regression
CREDIT_LIMIT - r r - Unsupervised
EDUCATIONS r ™ v I
GEMDER r r r r Set Focus Class...
HH_SIZE - r r r
INCOME r ™ ™ ™ )

— = v - Target Variable
v
MARITALS TARGET
N INQUIRIES r r r r v
Weight Variable
Sort: | File Order ~ Select SeJect
Predictors Cat.
Filter Number of Predictors
@ allfselected () Character () Numeric 13
Automatic Best Predictor Discovery Mumber of Predictors in Model: 13
Off After Building a Model Analysis Engine
Discover only Save Grove... TreeMet Gradient Boosting Machine  ~
Discover and run 8 %
Cancel Continue Start

Next, we indicate which variables are to be used as predictors. Many algorithms in SPM are automatic
variable selectors, so you do not have to do any selection at all, but in many circumstances, you will want
to exclude certain variables from the model.

v If you do not explicitly select the predictors SPM can use, then all variables will be screened for
potential inclusion in its model.

v' Even if all the variables available are reasonable candidates for model inclusion, it can still be useful
to focus on a subset for exploratory analyses.

In this run we will select all the variables except POSTBIN. Do this by clicking on the Predictor column
heading to highlight the column, checking the Select Predictors box underneath the column and then
unchecking POSTBIN. Your screen should now look as follows.

MODEL TARGET
KEEP AGE, CREDIT LIMIT, EDUCATIONS$, GENDER, HH SIZE, INCOME, MARITALS,
N _INQUIRIES, NUMCARDS, OCCUP BLANK, OWNRENTS$, TIME EMPLOYED
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T Interact. ] Class Weights ] Penalty ] Lags ] Automate ]
Model Categorical ] Testing ] Select Cases ] Treehet ] Plots&Options ] TN Advanced
Variable Selection
Target Type
Variable Name Target | Predictor | Categorical | Weight ® Clas_siﬁca_ﬁonf
INCOME - ] r r Logistic Binary
MARITALS - v v r () Regression
N_INQUIRIES r v r r Unsupervised
NUMCARDS r v - ™
OCCUP_BLANK r 3 - - Set Focus Class...
OWNRENTS r v v ™
TIME_EMPLOYED - v r r —
POSTEIN r ~ ~ TARGE
]
Weight Variable
Sort: | File Order v Select Select
Predictors Cat.
Filter Mumber of Predictors
@ allfselected (O Character () Numeric 12

Categorical Predictors

The Categorical column allows you to specify which of the numeric variables are categorical by nature.
Character variables, like EDUCATIONS, MARITALS, and OWNRENTS$, have been automatically checked
as categorical because they contain non-numeric characters.

GENDER as a numeric categorical predictor.

For this walk-about, let's also select

CATEGORY TARGET, GENDER
TH Interact. ] Class Weights ] Penalty ] Lags ] Automate ]
Model Categorical ] Testing ] Select Cases ] Treehet ] Plots&0ptions ] TN Advanced
Variable Selection
Target Type
Variable Name Target | Predictor | Categorical | Weight ® Classification/
TARGET ] r v r Logistic Binary
AGE = v - - () Regression
CREDIT_LIMIT r v r r Unsupervised
EDUCATIONS - v ~d r
GENDER r v r Set Focus Class. ..
HH_SIZE - v r k r
INCOME r v - r )
— = = - Target Variable
v v
MARITALS TARGET
N INQUIRIES r v r r v
Weight Variable
Sort: | File Order ~ Select Select
Predictors Cat.
Filter Number of Predictors
@ allfselected (O Character () Numeric 12
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Analysis Engine

This combo box allows you to select the Analysis Engine you would like to apply to the data. This walk-
about is focused on TreeNet® Gradient Boosting Machine

Analysis Engine

TreeNet Gradient Boosting Machine  ~

CART Decision Tree

CART Ensembles and Bagger
Data Binning
GP5/Generalzed Lasso

ISLE Model Compression
Logistic Regression

MARS Regression Splines
Quick Impute
RandomForests Tree Ensembles
Regression

RuleLearner

TreeMet Gradient Boosting Machine k‘

v' The currently selected Analysis Engine determines which tabs are available. Also, the content of the
tabs themselves could change according to the specifics of the Analysis Engine.

¢ Choose the Classification/Logistic Binary radio button in the section labeled Target Type. In
addition, be sure to select TreeNet Gradient Boosting Machine as the Analysis Engine.

Model Setup X
TH Interact. ] Class Weights ] Penalty ] Lags ] Automate ]
! Model l Categorical ] Testing ] Select Cases ] TreeMet ] Plots&Options ] TN Advanced ]
Variable Selection
= Target Type
Variable Name Target | Predictor | Categorical | Weight ® Classification/
TARGET r v r Logistic ?inary
AGE T ¥ r r o Regression
CREDIT_LIMIT r v - I Unsupervised
| |EDUCATIONS N v v r
! lGeENDER r [ [~ r Set Focus Class. ..
| |HH_SIZE | v . .
! | ncome r| v r r _
| e — r " = r Target Variable
i TALS TARGET
M INQUIRIES r I r |
Weight Variable
Sort: | File Order w Select Select
Predictors Cat,
Filter MNumber of Predictors
@ Alljselected () Character () Mumeric | 12
Automatic Best Predictor Discovery Mumber of Predictors in Madel: 12
off After Building a Model Analysis Engine
Discover only Save Grove... iTreellet Gradient Boosting Machine : ﬂ
Discover and run Eli
Cancel Continue Start
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Additional Model Setup Controls

Now that we have setup our Target and Predictor variables, let's make some changes in additional tabs
which will demonstrate the value of Model Restoration. In this stage of the walk-about, we will visit the
following Model Setup dialog tabs making changes to various control parameters, options, and settings.
One of the objectives of Model Restoration that you will see is that all settings made in these next steps
will be preserved and become restorable for future use.

* Testing tab

+ Select Cases tab

* TreeNet tab

* Plots & Options tab
* TN Interact tab

* Class Weights tab

*  Penalty tab
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PARTITION TEST = 0.345, DRAW = EXACT

Introduction to Model Restoration

(D No independent testing - exploratory madel

TN Interact. I Class Weights | Penalty | Lags Automate I
Model | Categorical Testing | Select Cases | TreeMet | Plots&0ptions | TN Advanced
| Select Method for Testing

I@ Fraction of cases selected at random: 0.3450

O Fast @ Exact I

(O Test sample contained in a separate file:

Cross-Validation

(O v-fold cross-validation: Folds: | 10 B

Save CV models to grove

Save OOB Predictions: |

O Variable determines CV bins: |

O Variable separates leamn, test, (holdout): |

POSTEIM

¢ Select the Select Cases tab and add a selection rule for the continuous variable INCOME.

Select the Testing tab and choose the Fraction of cases selected at random: enter the value 0.345
and click the Exact radio button.

In this

tutorial we will select only those cases with INCOME greater than 0. Using the highlighted controls,
add the rule INCOME > 0 and click the [Add To List] button.

SELECT INCOME > 0

TN Interact. I Class Weights I Penalty | Lags |

Model I Categorical I Testing

Select Cases |

Automate I

TreeMet I Plots&0ptions I TN Advanced

| A Selected Record Must Satisfy ALL of the Conditions

TARGET
AGE
CREDIT_LIMIT
EDUCATIONS
GENDER
HH_SIZE
INCOME
MARITALS
N_INQUIRIES
NUMCARDS
OCCUP_BLANK
OWNRENTS
TIME_EMPLOYED
POSTEIN

Sort: | File Order i

Variable: | INCOME

Add To List * Delete From List

Value: | 0
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Select the TreeNet tab and set the following select

Optimal Model Criterion set to ROC area.
Learn Rate: 0.022

Subsample fraction: 0.45

Number of trees to build: 300

Max nodes per tree: 4

Terminal Node Minimum: 7

TREENET LOSS=CLASS,

SUBSAMPLE=0.45,

OPTIMAL=ROC,

Penalty |
Testing

TN Interact.
Model

I Class Weights I
| Categorical |

Lags

TreeNet Options

TreeNet Loss Function

wr

Classification Logistic Binary

Criterion Determining Mumber of Trees Optimal for Logistic Model

(O Cross Entropy (Likelihood)

() Classification Accuracy

Overfitting Protection
Learn Rate:

Auto

Subsample fraction:

Model Randomization

TREES=300,

|  Select Cases

Introduction to Model Restoration

ions and entries.

TreeNet Loss Function set to Classification/Logistic Binary (default setting)

LEARNRATE=0.022,
NODES=4, MINCHILD=7

l

l Plots&Options ] TN Advanced ]

|

Automate
TreeNet

Configure

(O Liftin given proportion of 0.100

Ar[|4r

0.500

Number of frees to build: 300

Maximum nodes per free:

Maximal Tree Depth: | 100000

[Jrredictors per node:

I'[ani'ldmdel\-ii'num: Cases v

I Y (R

[Jpredictors per tree: 5
[vary tree sizes randomly {As Poisson)

[] sample with Replacement

Influence trimming speed-up

Std. Defaults

Total Influence fraction: 0.10

Save Defaults | | Recall Defaults

*

Check the X1 One variable dependence box.
Most important variables: 5

o N Grid Points: 555

Check the X1 Two variable dependence box.

o

Select the Plots & Options tab and set the following selections and entries.

o Most important variables: 3
o Atmost: 333
o N Grid Points: 3333
TREENET PLOTS=YES, YES, NO, NO, Mv=5, 3, 0, O,
mMp=0, 333, 0, 0, PP=555, 3333, 0, O
- ‘@
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TN Interact. I Class Weights I Penalty I Lags I Automate |
Mode! I Categorical I Testing I Select Cases I TreeMet Plots&0Options TN Advanced

| TreeMet Plots and Options

One variable dependence [ Monotonicity

Mostimportant | gy 5 & N Grid Points: 555 & -
variables: - - Set Constraints...

Two variable dependence

Mostimportant | g 35| atmost 333 4] N Grid Points: 3333 |5
. | atmost | dponts: [ 3333

Plots

Center Plotted Values 13 predictors Plots Estimated: a

[Jsave Plot Data

Classic Output and Misc

M Bins for ROC/Lift: 10 = Random Mumber Seed: 12345 5

[ variable containing Start Values for Model Continuation:  AGE

For each performance criterion(ROC, Lift, R2, MAD, etc) save detailed info for how =
many top ranked models: 15

+ Select the TN Interact tab and set the following selections and entries.

* Click the ® Selected variables interact at what degree button and enter: 2

=
 Use the button to add the five variables to the “Selected for interaction” list.
* Check the [XI General Interaction Strength Reports box.

o Check the XI Max 2-way interactions to report box and enter: 5

TREENET INTER=YES, VPAIR=NO
ICL N2WAY=5, PENALTY=0
ICL ALLOW=INCOME, CREDIT LIMIT, N INQUIRIES, NUMCARDS,
TIME EMPLOYED/ 2

Model | Categoical |  Testing | SelectCases |  TreeNet | PlotstOptions | TN Advanced |
TN Interact. | Class Weights I Penalty I Lags ] Automate
Interaction Control Language (ICL) [ interactions Inhibition values
(O all varsinteract  (O) No vars interact (Additive) Mo Penalty (0.0 High Penalty (1.0
|©Selected variables interact at degree: 2= | 0.48
Available Predictors Selected for interaction
EDUCATIONS
GEMDER
HH_SIZE
MARITALS
OCCUP_BLAME
OWNRENTS
<
==
Reparting

General Interaction Strength Reports| [ Pairwise interactions details | b Max 2-Way interactions to report: 5 1 |
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+ Select the Class Weights tab and set the following selections and entries.

* Click the ® SPECIFY radio button and set values for Target Class 0 and 1.
o Target Class 0: .70
o Target Class 1:.30

CW SPECIFY 0 = 0.7, 1 = 0.3

Model ] Categorical ] Testing ] Select Cases ] TreeMat ] Plots&Options ] TN Advanced
TN Interact. Class Weights l Penalty ] Lags ] Automate

Class Weights For:
(C)BALANCED: Upweight small dasses to equal size of largest target dass

LEARMN:
TEST:

O UNIT: All class weights are equal

ilive L al VT

@ speciFy:  Spedfy class weights for each level

Specify Class Weights
Target Class Class Weights
0 0.70
1 0,30
3 =[o.70

+ Select the Penalty tab and set the following selections and entries.

» Click the Missing Penalty control to set penalty on missing values for predictor variables.
o Set Power: 1.50

+ Click the High Level Categorical Penalty control to set penalty on high level categorical
predictor variables.

o Set Power: 0.75

PENALTY / MISSING = 1.0000, 1.50, HLC = 1.0000, 0.75

Model | Categorical | Testing | Select Cases ] TreeNst ] Plots&Options ] TN Advanced
TNinteract. | Class Weights Penalty |  lags | Automate
Penalty
Missing Penalty
Penalties on Variables |
Variable Value Mo Penalty ' | High Penalty
AGE ] 0.00
CREDIT_LIMIT 0.00 Set1 Power: | 1.50
EDUCATION 0.00
GENDER $ 0.00 High Level Categorical Penalty
HH_SIZE 0.00
INCOME 0.00 NoPenalty ¥ | High Penalty
MARITALE 0.00
N_INQUIRIES 0.00 Set1 Power: [0.75 |
NUMCARDS 0.00
DCCUP_BLANK 0.00
DWNRENT$ 0.00
TIME_EMPLOYED 0.00
Sort: | File Order v Reset fo zero
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Saving the Grove File

Now that we have completed the model setup by defining of our model parameters, options, settings and
values, we need to ensure we save our work prior to, or after, launching and running the model.

Before we walk through saving the grove we need to define what the grove file is.

What is a grove file?

The grove file (.GRV) is a proprietary binary file (universal container) used by the SPM engine to store
any kind of modeling results. It includes complete information about the model-building process, including
the model itself. For example, the TreeNet® modeling engine will generate a series of trees, performance
statistics, dependency plots, interaction reports and other pieces of information. All these details will be
saved into the grove file.

The grove can be used to score new data and to produce descriptive information about the scoring
process (performance stats, prediction success table, etc.). The grove can also be used to translate the
model into one of the supported languages.

SPM can display the modeling results saved to a grove just like it does for a model you build in the
current session. In fact, if one does not specify a grove file, a temporary file will be created.

Depending on workflow, one could specify a named grove file for the analysis using the [Save Grove...]
button in the model results window.

& The grove file will be created on your hard drive only after the process is completely finished. You
won'’t be able to create more plots using interactive GUI controls after you save the model.

v' Specifying Grove file name in advance makes sense for analyses that take a long time to run.

¥v" You can also save the grove file from the results window (see below) after the run is finished.
GROVE <file>

Grove contains “engine state”

The grove file (.GRV) now contains the “engine state”. The engine state allows SPM to collect all user
settings into a session object which is now saved as part of the grove structure. This allows the grove to
be saved and later recalled in a new session at any point in time. Upon saving and recalling of the
session, the principal goal is to be able to capture and save a comprehensive set of user parameters and
settings at any moment in time during a model building session. This is the "state of the engine", or
“engine state”. It represents the history of a session leading up to any given point in time, complete with
hundreds of user options.

Another way to think about it is that at any given point in time during a modeling session, the user might
launch a modeling session via an action command, or via a GUI control. It is at that moment that the user
has both a history (of actions during the session) and a state. The history constitutes all the actions the
user has taken during the session, while the state represents the settings of all SPM control parameters
at a given point in time.

When any GUI action or command is given which starts a process, the user can elect to preserve the
state of the session by saving the grove (.GRV).
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Saving the Grove (.GRV)

Anytime during model setup, the [Save Grove...] button can be used to save the currently active
TreeNet® model to a grove file. The grove file, a binary file that contains all the information about the
TreeNet® model, including the engine-state, must be saved if you want to apply the model to a new data
set or translate the model into one of the supported languages.

Model Setup *
TH Interact. ] Class Weights ] Penalty ] Lags ] Automate ]
Model l Categorical ] Testing ] Select Cases ] TreeNet ] Plots&Options ] TN Advanced ]
Variable Selection
~ Target Type

Variable Name Target | Predictor | Categorical | Weight @® Classification/
TARGET r v r Logistic l.3|nary
e = v — r O Regression
CREDIT_LIMIT r v r r Unsupervised
EDUCATIONS I v v r
GENDER r v v r Set Focus Class...
HH_SIZE r v ™ ™
INCOME r v ™ ™ )

- v = E Target Variable
MARITALS TARGET
N INQUIRIES r v r r v
Weight Variable
Sort: | File Order ~ Select Select
Predictors Cat.
Filter Mumber of Predictors
(@ alljselected () Character (O Numeric 17
Automatic Best Predictor Discovery Number of Predictors in Model: 12
off After Building a Model Analysis Engine
Discover only TreelMet Gradient Boosting Machine  ~
Discover and run il
Cancel Continue Start

After the [Save Grove...] button is pressed, the Specify Grove File dialog window appears:

Save Grove File As *
Save in: | Examples ~ | (< ) s AT
% Mame - Date modified Type
_ atom.gr\r 7/6/2018 1:14 AM SPM G
Quick access cv.gr\r 7/6/2018 1:14 AM SPM G
- cr.gry 7/6/2018 1:14 AM SPM G
depth.grv 7/6/2018 1:14 AM SPM G
Desktop draw.grv T/6/2018 114 AM  SPMG
- Bitiip.gre 7/6/2018 1:14 AM SPM G
™M GYMTUTOR.grv 7/6/2018 1:14 AM SPM G
Libraries hotspot.gre 7/6/2018 1:14 AM SPM G
. keep.grv 7/6/2018 1:14 AM SPM G
L@ mvi.grv 7/6/2018 1:14 AM SPM G
This PC RestoreRun1.GRV 8/27/201811:47 AM SPM G
RestoreRun2.GRV 8/28/2018 B15PM  SPMG
[& ttc.grv 7/6/2018 1:14 AM SPM G
MNetwork
£ >
File name: | RestoreRun1.GR ~ | I Save
Save as type: Grove (".arv) w Cancel

Type in the name RestoreRun1.GRYV to be created and click the [Save] button.
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& The grove file will be created on your hard drive only after the process is finished. You won'’t be able
to create more plots using interactive GUI controls after you save the model.

v' Specifying Grove file name in advance makes sense for analyses that take a long time to run.

You can also save the grove file from the results window (see below) after the run is finished.

Running the Model

The next stage of our walk-about is to begin the TreeNet® modeling process. From the Model Setup
dialog, click the [Start] button.

Mumber of Predictors in Model: 12
Analysis Engine

TreeMet Gradient Boosting Machine  «

Cancel Continue Start k‘

The following progress indicator will appear on the screen while the model is being built, letting you know
how much time the analysis should take and approximately how much time remains.

Progress: Data = D:N\SPM Examples\Docs\Examples\GOODBAD.CSV

Target Yariable: TARGET
8/25/18  5:26:50 PM Elapsed Time: 0 zec.
Analyziz Engine: TreeMet Gradient Boosting Machine Target Type: Classification

Model Complete. Computing D etailed Interaction Stats.

Current Model
Mumber completed: 3 Mumber remaining: 0
Average time: less than 1 sec. E stimated time to completion: 0 sec.

Skip Thiz

Once the analysis is complete, text output will appear in the Classic Output window, and a new window
displaying the TreeNet Output are displayed.
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4 TreeNet Output 1 - TARGET =2 =R
Training data: :\SPM Examples'Docs \Examples\GOODBAD. CSV NLearn: | 401 NTest:| 214
Target variable: | TARGET Tree Size: | 4 | OptimalModel
By | Meg. AwalL ROC ‘ Migclass ‘ Lift
e B mel || S | TWemcanE 300 |7 |Measurs 0436613 0764408 0153028 3636232
Important predictors: ) Trees optimal: 15 | IN Trees 15 300 266 197
R-Squared: Learn Rate: 0.022 Loss criterion: Logistic Likelihood
@® #15 (0.437) #15 (0.437) (0.350)
= 060
—
0.50
——
<>( 040 1 1 Ay o 5 ll N 3
= Li Learn
[0 Learn Sampled
Z 030 | 1 T —+ 1 T ¥ | L l‘ I vl Tt Test
0.20 |
o 100 200 300
Number of Trees
Hide Leam Meg. AvglL Misclass ROC Lift Sample
Display Plots... | Create Plots Summary Commands Edit Model Score... || Translate Save Grove

At this stage, we are complete with the model building process and have saved the model session to the
grove file RestoreRun1.GRV.
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Command Line Users

Create and Save

Throughout this walk-about we use references to SPM command line language. The references will look
something like the following.

USE <file>
USE "D:\SPM Examples\Docs\Examples\GOODBAD.CSV"

Below, we have included the complete command file which can create and save the model session to the
grove file RestoreRunl.GRV. The referenced command file below is **COMMENTED**, breaking apart
and describing each section. Each commented section corresponds with a Model Setup tab you visited in
the setup stages above.

v In the following example, we use the \SPM Examples\Docs\Examples\. Depending on your
configuration, this location may vary.

USE "D:\SPM Examples\Docs\Examples\GOODBAD.CSV"

NEW CLEAR

OUTPUT "D:\SPM Examples\Docs\Examples\RestoreRunl.DAT"

rem **DEFINE THE GROVE OUTPUT FILE PRIOR TO RUNNING THE MODEL**

GROVE "D:\SPM Examples\Docs\Examples\RestoreRunl.GRV"

rem **DEFINE MODEL TAB SETTINGS**

MODEL TARGET

KEEP AGE, CREDIT LIMIT, EDUCATIONS, GENDER, HH SIZE, INCOME, MARITALS,
N INQUIRIES, NUMCARDS, OCCUP_BLANK, OWNRENTS, TIME EMPLOYED

CATEGORY GENDER, TARGET

rem **DEFINE TEST TAB SETTING**

PARTITION TEST=0.345, DRAW=EXACT

rem **DEFINE SELECT TAB SETTINGS**

SELECT INCOME > O

rem **DEFINE TREENET TAB SETTINGS**

TREENET LOSS=CLASS, LEARNRATE=.022, SUBSAMPLE=0.45, TREES=300, NODES=4, MINCHILD=7

rem **DEFINE PLOTS & OPTIONS TAB SETTINGS**

TREENET PLOTS=YES, YES, NO, NO, Mv=5, 3, 0, 0, MP=0, 333, 0, 0, PP=555, 3333, 0, O

rem **DEFINE TREENET INTERACT SETTINGS**

TREENET INTER = YES, VPAIR = NO

ICL N2WAY = 5, PENALTY = 0

ICL ALLOW = INCOME, CREDIT LIMIT, N INQUIRIES, NUMCARDS, TIME_EMPLOYED/ 2

rem **DEFINE CLASS WEIGHTS TAB SETTINGS**

CW SPECIFY 0 = 0.7, 1 = 0.3

rem **DEFINE PENALTY TAB SETTINGS**

PENALTY / MISSING = 1.0000, 1.50, HLC = 1.0000, 0.75

rem **HOT COMMAND WHICH START THE MODELING PROCESS**

TREENET GO
REM eof

Recall & Restore

Command line non-GUI users can also recall and restore a previous session. To restore the SPM model
setup from a previous session, use the SESSION option, for example:

USE "D:\SPM Examples\Docs\Examples\GOODBAD.CSV"

GROVE "D:\SPM Examples\Docs\Examples\RestoreRunl.GRV" SESSION
TREENET GO
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Session Recall & Restore

The next stage of this walk-about is to revisit the grove file we created in the previous stage and open it
within the SPM user interface allowing you to recall and restore the previous TreeNet® model that we
patiently set up.

Requirements and Approaches

There are several requirements you should understand about the model restoration process.
* Groves must be created and saved in SPM v8.3.
o While earlier versions of groves can still be used for model viewing, scoring, and translation,

the restore and recall functionality is not supported for grove files created with earlier versions
of SPM.

* Input Data File

o File names: There are no additional requirements other than the standard SPM input data
file requirements. By default, the process will first look for the original filenames and directory
path used to create the model.

¢ Variable names

o Original variables: Every variable that was used to build the model when the session state
was created must be present in the input data used during the recall and restore process. If
any of the variables expected is not available, the process will stop with variable mismatch.

o Variable ordering: The recall and restore process is agnostic to the order in which variables
are arranged within the input data file.

o Different variable count: There are no issues with additional variables appearing within the
input data file if the original modeling variables are present.

Paths to Successful Recall/Restore

There are several paths one could choose to recall and restore the session state. All of them have to do
with three main questions we can ask sequentially to determine the next step following the opening of a
grove (.GRV) file. They are as follows. After opening a grove and selecting the option:

Q1.) Does the user want to restore engine session (YES/NO)?
a. If YES, then ask Q2.
b. If NO, stop and open standard results window.

Q2.) Is there a data file open (YES/NO)?
a. If YES, then ask Q3.

b. If NO, pause and display the Open Data File window identifying the original filename to
locate. This pause allows the user to locate and open a data file selected for
recalling/restoring the session state.

Q3.) Do all the variables needed by the session being recalled appear in the selected data file
(YES/NO)?

a. If YES, stop and return users to model setup dialog with restored session state available.
b. If NO, stop and open standard results window.
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The three paths to successful recall and restore can be described as follows using our original example
data file GOODBAD.CSV.

Scenario 1.) The grove was initially created using the data set GOODBAD.CSV, which is
currently loaded, and original variables are present.

Scenario 2.) The grove was initially created using the data set GOODBAD.CSV, but user
currently has a different data set loaded.

Scenario 3.) The grove was initially created using the data set GOODBAD.CSV, but user
currently does not have any data set loaded (fresh session start).

Below is a flow diagram of the possible scenarios. When recalling and restoring the session state, we are
only interested in three paths of success. These three scenarios are indicated below.

All other paths represent end points where the user is not able to open a data file which contains a 100%
original variable match. In these cases, the end point is a return to the currently open results window. In
this example, you will be returned to the TreeNet® Output window. These paths will be demonstrated in
our fourth scenario.

Scenario 4.) The grove was initially created using the data set GOODBAD.CSV, but the user
currently does NOT have a data file with a 100% original variable match.

Model Restoration Flow

SUCCESS:
Variable match

STOP: Engine
Restored

SUCCESS:
Variable match

STOP: Engine
Restored

SUCCESS:

YES: data file open

Do variables match

Variable match?

FAILURE:
data file not open

FAILURE:
Variable mis-match

STOP: Open TN
results window

Complete Open
Data dialog...

FAILURE:
data file not open

Open Grove File [.GRV)

STOP: Open TN

Its wind
YES: Restore Model resulis window

Model Restoration?
YES/NO

¥ .=

SUCCESS:
Variable match

STOP: Engine
Restored

SUCCESS:
Data file opened

FAILURE:
data file not open

results window Do variables match,

MNO: data file open
Complete Open
Data dialog...

FAILURE: STOP: Open TN
results window

data file not open

STOP: Open TN
results window
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Successful Recall/Restore: Scenario 1

The grove was initially created using the data set GOODBAD.CSV, which is currently loaded, and original
variables are present.

Open Data

To open the original input data file GOODBAD.CSV:

+ Select Open>Data File... from the File menu or simply click on the E button in the toolbar.

¢+ Use the Open Data File dialog window to navigate into the Sample Data folder in the SPM
installation directory.

Choose Delimited (*.csv,*.dat,*.txt) in the Files of type: selection box.

Highlight GOODBAD. CSV.

Click the [Open] button to load the data set into TreeNet®.

In the resulting Activity window showing the basic info about the dataset, click the [Close] button

* & o o

USE <file>
USE "D:\SPM Examples\Docs\Examples\GOODBAD.CSV"

Open Grove File

To open the grove file RestoreRunl.GRV created in our original example modeling exercise:

¢+ Select Open>Open Grove... from the File menu or simply click on the button in the toolbar.

Salford Predictive Modeler v&.3 64 bit
File Edit View Explore Model Report Window Help
Clear Workspace Ctrl+R PJE‘ ﬂ B =l [58
New Notepad.. CtrieN
Open > Data File... Ctrl+O
Clase SQL Query..
Save 5 Command File...
Log Results to > Open Report...
Open Grove...
Print.. ChlP e, [
R Open Grid
Submit Command File...
¥ Command Prampt
Bxit Alt+FA

¢+ Use the Open Grove File dialog window to navigate into the Sample Data folder in the SPM
installation directory.

Default Files of type: Grove (*.grv).
¢ Highlight RestoreRunl.GRV.

+ Click the [Open] button to load the grove.

At this point you will see the TreeNet Output window stored within grove. If you can recall this is exactly
what we saw when the model was originally created. See section Running the Model above for details.
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Recall & Restore via [Edit Model...]

Introduction to Model Restoration

Now that the grove has successfully been opened, we can focus on the lower section of the TreeNet
Output window. There are many buttons, but for this walk-about we are only interested in one.

3 TreeNet Output 1: D:\SPM Examples\Docs\Examples\RestorsRun1.GRY - TARGET (=N
Training data: D:\S5PM Examples\Docs \Examples\GOODBAD. CSV N Learn: 401 NTest: 214
Target variable: TARGET Tree Size: 4 Optimal Mode!
By Neg fwgll | ROC Misclass Lift
Number of predictors: 12 1cl: [ YES  Trees grown: 300 Memsure D4ET 07908 01502 353232
Important predictors: 4 Trees optimal: 15 NTees |19 023 187
Learn Rate: 0.022 Loss ariterion: Logistic Likelihood
#15 (0.437) #15 (0.437) (0.350)
0.
= 050
S pp
< 0.40
=] FhSafals o ) s AN Ak L = T g L LA L ) TAY NI, Learn
) AL Learn Sampled
Z 030 Test
0. {
0 100 200 300
Number of Trees
Hide Leam | [ Neg. AvgLL Misciass ROC Lift Sample
Display Plots... | Creaie Plots.. | Summary... Commands..{, | Edit Model... Score... | | Translate.. | Save Grove..

The primary focus is the [Edit Model...] button.

Commands... Edit Model...

Translate.., Save Grove..,

+ With the original data set GOODBAD.CSV open and the TreeNet Output (RestoreRunl .GRV) window
in the foreground, click the [Edit Model...] button.

¢ Once the [Edit Model...] button is clicked, SPM immediately displays the Model Setup dialog box we
used when defining various control parameters, options, and settings.

v" Behind the scenes SPM has checked the currently loaded data file to ensure the first requirement

for original variable names.

Every variable that was used to build the model when the session state was created, must be

present in the input data file use in the recall/restore process.

available, the process will stop.

Model Setup x
TN Interact. 1 Class Weights 1 Penalty I Lags ] Automate 1
Model Categorical | Testig | SelectCases |  TreeNet | PloistOptions | TNAdvanced |
Variable Selection
— TargetType
Variable Name Target | Predictor | Categorical | Weight (@ Clssifcation/

TARGET r [~ r Logistic .Blnary
B = c] r r (O Regression
CREDIT_LIMIT r v r r Unsupervised
EDUCATIONS I v W r

GENDER - I W r Set Focus Class...
HH_SIZE [ [ r r

INCOME r ¥ r r

r 5 v r Target Variable
v v
MARITALS TARGET
N INQUIRIES r ¥ r r v
Weight Variable
Sort: |File Order ~ Select Select
Predictors Cat.
Filter Mumber of Predictors
@ alljselected () Character () Numeric 12
Automatic Best Predictor Discovery Number of Predictors in Model: 2

Off
Discover only

Discover and run

After Building a Model

Save Grove...

Analysis Engine

TreeNet Gradient Boosting Machine  ~

Cancel Continue Start

If all the variables are not
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Session State Restored

Introduction to Model Restoration

At this point with the restored Model Setup dialog in the foreground, one can begin to explore through the
individual tabs modified in our initial stage of model setup. They included:

*  Model tab

* Testing tab

e Select Cases tab
¢« TreeNet tab

* Plots & Options tab
* TN Interact tab

* Class Weights tab
*  Penalty tab

Here we display mini-captures of each Model Setup dialog with the features originally modified
highlighted. As we can see, all our settings are restored and ready for use.

Model | Categoical |  Tesng | SelectCases |  TreeMet | PlotstOptons | THAdvanced | Model | Caegoical |  Tesing | SelectCases |  Treehet Plots&Options | TN Advanced |
Vrisble Selection Treetiet Plots snd Options
—— = = = [4] one varisble dependence tonicity
fansble Name Predictor | Categ Weight
= rostporene [T B T e R .
TARGET r P r —
AGE T w r r [ Two variable dependence.
CREDIT_LIMIT r ~ r r Unsu d Mlvm.mzf Al 314 atmest 333 |+| NGrid Points: 3333 [+
EDUCATIONS r W I3 r e
GENDER r W 3 r Satroamc, [ Center Plotted values 12 predctors Plots Estinated: 3
HH_SIZE r ~ r r
= Save Plot Data
INCOME r® r r Dlsoe
Target Variabie
MARITALS r ¥ W r e Classic Output and Misc
N INQUIRIES I ~ - i L N Bins for ROCAift: 105 Random humber Seed: | 987654321 |+
Weight Variable
Sort: e Order v Select | Select ] variable containing Start Vaues for Model Contruatin: | AGE
Predictors Cat.
Fiter Number of Predictors
For iteri Lift, R2, MAD, etc) info for how -
@ aljselected  (character () Numeric 12 myw,,;‘edm:{ 1]
Model | Categonca Testing | SelectCasss |  TresNet | Plotsdptons | TN Advanced THintersct. | CossWeights | Penaly | lags | Adtomate |
Select Method for Testing Interaction Control Language (ICL) [Jnteractions Inhibition values
All vars interact (O No vars interact (Aditive No Penalty { alty ¢
(®)Selected varicbles interact at degres: 202 0.4
Avallabe Fredcors Selected for nteraction
Cross-Valdation aGe
ATION:
O v-fold crossvalidation: 10 Save C¥ models to grove Era > m%fwﬁ
HH_SIZE NUMCARDS
Save 00 Predictions: MARITALS >> | |TME_BMPLOYED
OCCLP_BLANK
O varable determines CV bins: OWHRENTE
<
O varable separates leam, test, (hokdout):
<<
POSTBIN
Reparting
[AGenersl o detsis [ZMax 2-way : g5
i ; i Itesct.  Class Wei enaty . Aomate
Modl | Categodesl |  Testing Select Cases |  TweNet | PlatsdOptons | THAdvanced | L] aghas | P - |
A Selected Record Must Satisfy ALL of the Condrbons e
(O BALANCED:
Iﬁm:cwbn I LEARN:
TEST st 5
Oumrr: All dass weights are equal
@ spectry;  Specify dass weights for each level
Spedify Class Weights
Target Class Class Weights
0 (X
1 LEY
Sort: | Fie Order v Add To List Delete From List
El=>1>
Variable: | TARGET Value: -
el I = 1 P =[om
Modd | Coegoncd | Tewmg | SckatCoses  TreeNet | PhotstOpons | TNAdvenced | THiteod, | CossWegrts  Penalty | Lo | Awomae |
Penalty
Treehet Loss Function Missing Penalty
— = - Penaltes on Varisbles |
(Classification Logistic Binary ~ Configre e Mo Penalty v High Penalty
Criterion Determining Mumber of Trg At
< CREDIT_LMIT 0.00 Set1 Power: | 1.50
O tross Entropy (Likelhood) Ouftingivenproportonof 0,100 EDUCATIONS 500
O Classification Accuracy an s ee 0.500 £ GENDER 000 High Level Categorical Penalty
HH_SIZE 0.00
umits INCOME 000 Nopenalty __ Y Figh Penaity
LeamRate: | auto v.0220 2} Number of trees o buid: | 300 1¢ MARITALS 000 N
—— N_INQUIRIES 0.00 Set1 Power: | 0,75 |
Subsample fraction: 0.45 % per e * NUMCARDS 000
— Maximal Tree Depth | 100000 = OCCUP_BLANK 000
Randomzaton - CWNRENTS 000
[eredictors per node: 6% Terminal node Mirmum: | Cases v 759 TIME_EMPLOYED 0,00
[Predictors per tee: [0 Influence trimming speed-up
DiVery ree szes rendoy (s 5 Total Infuuence fracson: | 0.10 [+
[ Sample With Repiacement Std. Defaults | | Save Defauits | |Recal Defauits sert: OIS s Advanced
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Next Steps

With the model session restored, you are now able to:

+ Recreate your model. As an exercise, at this point we can replicate our original model by clicking the
[Start] button.

+ Quickly modify the various control parameters, options, and settings of the model.

Scenario 1: Conclusion and Summary

Opened original data file GOODBAD.CSV.
+ Opened original model session stored in RestoreRun1.GRV.

+ Restored model session by clicking the [Edit Model...] button.

+ Began working with successfully restored model session.

This concludes the Scenario 1 walk-about. Please see other Successful Recall/Restore: Scenario # for
further examples.
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Successful Recall/Restore: Scenario 2

The grove was initially created using the data set GOODBAD.CSV, but user currently has a new and
different data set loaded which contains variable mis-matches.

Open Data

+ For this scenario, we are using a different data file rather than the original GOODBAD.CSV. This
example will start with the data file GYMTUTOR.CSV. This is just another data file which can be
found the Sample Data folder. We are using GYMTUTOR.CSV because this scenario demonstrates

what occurs when the user attempts to recall/restore a session when the original model variables are
not present in active data file.

Select Open>Data File... from the File menu or simply click on the g button in the toolbar.

Use the Open Data File dialog window to navigate into the Sample Data folder in the SPM
installation directory.

Choose Delimited (*.csv,*.dat,*.txt) in the Files of type: selection box.

Highlight GYMTUTOR . CSV.

Click the [Open] button to load the data set into TreeNet®.

In the resulting Activity window showing the basic info about the dataset, click the [Close] button

*

* & o o

USE <file>
USE "D:\SPM Examples\Docs\Examples\GYMTUTOR.CSV"

Open Grove File

To open the grove file RestoreRunl.GRV created in our original example modeling exercise:

¢ Select Open>Open Grove... from the File menu or simply click on the button in the toolbar.
See “Successful Recall/Restore: Scenario 1” for more details.

¢+ Use the Open Grove File dialog window to navigate into the Sample Data folder in the SPM
installation directory.

¢ Default Files of type: Grove (*.grv).
+ Highlight RestoreRunl.GRV.

+ Click the [Open] button to load the grove.

At this point you will see the TreeNet® Output window stored within grove. If you can recall this is exactly
what we saw when the model was originally created. See section Running the Model above for details.

Recall & Restore via [Edit Model...]

Now that the grove has successfully been open, we can focus on the lower section of the TreeNet Output
window. There are many buttons, but for this walk-about we are only interested in one. The primary
focus is the [Edit Model...] button.

Commands... Score... Translate.., Save Grove..,

+ With the original data set GOODBAD.CSV open and the TreeNet Output (RestoreRunl .GRV) window
in the foreground, click the [Edit Model...] button.
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+ In this scenario, we see the following informational message appear. This message is informing the
user that this model cannot be restored because the data file currently opened does not contain a
complete an original variable match.

+ Note the message provides the user information about the original data filename and the target
variable used in the stored session.

Browse Data *

The model cannot be edited

To edit the model, open the original data set or choose a compatible data set

riginal data set: D:\SPM Examples‘\Docs"\Examples\GOODBAD C5V

[Target variable: TARGET

Cancel Browse.

+ User can click the [Browse...] button to search and located a file to open or select [Cancel] returning
the user to the TreeNet Output window. For our walk-about, click the [Browse...] button.

¢+ Use the Open Data File dialog window to navigate into the Sample Data folder in the SPM
installation directory.

¢+ Choose Delimited (*.csv,*.dat,*.txt) in the Files of type: selection box.

+ Highlight GOODBAD.CSV.

¢ Click the [Open] button to load the data set into TreeNet®.

+ SPM will process for a moment and then displays the Model Setup dialog box we used when defining
various control parameters, options, and settings. See “Successful Recall/Restore: Scenario 1” for
more graphical details.

v" Behind the scenes SPM has check the currently loaded data file to ensure the first requirement
for original variable names.
Every variable that was used to build the model when the session state was created, must be
present in the input data file use in the recall/restore process. If all the variables are not
available, the process will stop.

Next Steps

With the model session restored, you are now able to:

+ Recreate your model. As an exercise, at this point we can replicate our original model by clicking the
[Start] button.

+ Quickly modify the various control parameters, options, and settings of the model.

Scenario 2: Conclusion and Summary

¢+ Open sample data file GYMTUTOR.CSV in an exercise to demonstrates what occurs when a user
attempts to recall/restore a session when the original model variables are not present in active data
file (variable mis-match).

+ Opened the original model session stored in RestoreRun1.GRV.
Attempted to restore model session by clicking the [Edit Model...] button.

+ Failed to restore session informing the user that the model cannot be restored because there is no
data file currently loaded with all original variables present.

+ Browse for the original data source opening GYMTUTOR . CSV with success.
+ Began working with successfully restored model session.

This concludes the Scenario 2 walk-about. Please see other Successful Recall/Restore: Scenario # for
further examples.
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Successful Recall/Restore: Scenario 3

The grove was initially created using the data set GOODBAD.CSV, but user currently does NOT currently
have a data file open.

Open Data

For this scenario, we are beginning from a fresh start of SPM with no data file currently loaded.

Open Grove File

To open the grove file RestoreRunl .GRV created in our original example modeling exercise:

¢+ Select Open>0Open Grove... from the File menu or simply click on the @ button in the toolbar.
See “Successful Recall/Restore: Scenario 1” for more details.

¢+ Use the Open Grove File dialog window to navigate into the Sample Data folder in the SPM
installation directory.

¢ Default Files of type: Grove (*.grv).
+ Highlight RestoreRunl.GRV.

+ Click the [Open] button to load the grove.

At this point you will see the TreeNet Output window stored within grove. If you can recall this is exactly
what we saw when the model was originally created. See section Running the Model above for details.

Recall & Restore via [Edit Model...]

Now that the grove has successfully been open, we can focus on the lower section of the TreeNet Output
window. There are many buttons, but for this walk-about we are only interested in one. The primary
focus is the [Edit Model...] button.

Commands... Score... Translate.., Save Grove..,

¢ With the TreeNet Output (RestoreRunl.GRV) window in the foreground, click the [Edit Model...]
button.

+ In this scenario, we see the following informational message appear. This message is informing the
user that this model cannot be restored because there is no data file currently open.

+ Note the message provides the user information about the original data filename and the target
variable used in the stored session.

Browse Data *

The model cannot be edited

To edit the model, open the original data set or choose a compatible data set

riginal data set: D:\SPM Examples\Docs\Examples\GOODBAD C5V

[Target variable: TARGET

Cancel Browse.

¢ User can click the [Browse...] button to search and located a file to open or select [Cancel] returning
the user to the TreeNet Output window. For our walk-about, click the [Browse...] button.
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¢ Use the Open Data File dialog window to navigate into the Sample Data folder in the SPM
installation directory.

¢+ Choose Delimited (*.csv,*.dat,*.txt) in the Files of type: selection box.

+ Highlight GoODBADmorevariables.csv.

¢ Click the [Open] button to load the data set into TreeNet®.

v" NOTE: We are using a different data file GOODBADmorevariables.csv. Itis a version of the
original data file with ten additional variables added (x1-x10). This addition to the scenario
demonstrates that SPM does not care if additional variables are part of the data file if the first
requirement is passed.

+ SPM will process for a moment and then displays the Model Setup dialog box we used when defining
various control parameters, options, and settings. See “Successful Recall/Restore: Scenario 1” for
more graphical details.

v' Behind the scenes SPM has check the currently loaded data file to ensure the first requirement
for original variable names.

Every variable that was used to build the model when the session state was created, must be
present in the input data file use in the recall/restore process. If all the variables are not
available, the process will stop.

Next Steps

With the model session restored, you are now able to:

*

Recreate your model. As an exercise, at this point we can replicate our original model by clicking the
[Start] button.

Use the restored session as the starting point of additional modeling sessions.
Quickly modify the various control parameters, options, and settings of the model.

Continue to work with RestoreRun1.GRV in other tasks like scoring new data or translating the model
into one of the supported languages later.

Scenario 3: Conclusion and Summary

¢

¢

*

From a fresh SPM start with no data file loaded, opened the original model session stored in
RestoreRun1.GRV.

Attempted to restore model session by clicking the [Edit Model...] button.

Failed to restore session informing the user that the model cannot be restored because there is no
data file currently open.

Browse for the original data source opening GYMTUTOR . CSV with success.

Began working with successfully restored model session.

This concludes the Scenario 3 walk-about. Please see other Successful Recall/Restore: Scenario # for
further examples.
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Failed Recall/Restore: Scenario 4

The grove was initially created using the data set GOODBAD.CSV, but user does NOT currently have a
data file with a 100% original variable match.

Open Data

For this scenario, we are beginning from a fresh start of SPM with no data file currently loaded.

Open Grove File

To open the grove file RestoreRunl .GRV created in our original example modeling exercise:

¢+ Select Open>0Open Grove... from the File menu or simply click on the @ button in the toolbar.
See “Successful Recall/Restore: Scenario 1” for more details.

¢+ Use the Open Grove File dialog window to navigate into the Sample Data folder in the SPM
installation directory.

¢ Default Files of type: Grove (*.grv).
+ Highlight RestoreRunl.GRV.

+ Click the [Open] button to load the grove.

At this point you will see the TreeNet Output window stored within grove. If you can recall this is exactly
what we saw when the model was originally created. See section Running the Model above for details.

Recall & Restore via [Edit Model...]

Now that the grove has successfully been open, we can focus on the lower section of the TreeNet Output
window. There are many buttons, but for this walk-about we are only interested in one. The primary
focus is the [Edit Model...] button.

Commands... Score... Translate.., Save Grove..,

+ With the original data set GOODBAD.CSV open and the TreeNet Output (RestoreRunl .GRV)window
in foreground, click the [Edit Model...] button.

+ In this scenario, we see the following informational message appear. This message is informing the
user that this model cannot be restored because there is no data file currently open.

+ Note the message provides the user information about the original data filename and the target
variable used in the stored session.

Browse Data *

The model cannot be edited

To edit the model, open the original data set or choose a compatible data set

riginal data set: D:\SPM Examples\Docs\Examples\GOODBAD C5V

[Target variable: TARGET

Cancel Browse.

¢ User can click the [Browse...] button to search and located a file to open or select [Cancel] returning
the user to the TreeNet Output window. For our walk-about, click the [Browse...] button.
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¢ Use the Open Data File dialog window to navigate into the Sample Data folder in the SPM
installation directory.

¢+ Choose Delimited (*.csv,*.dat,*.txt) in the Files of type: selection box.
+ Highlight GooDBADlessvariables.csv.

¢ Click the [Open] button to load the data set into TreeNet®.

v" NOTE: We are using the different data file GOODBADlessvariables.csv. Itis a version of the

original data file with seven variables removed. This addition to the scenario demonstrates the first
requirement failing.

+ SPM will process for a moment and then displays the following error.

Unable to Edit Model x

The Maodel could not be edited, because the variables
in the selected data file do not match the variables
inthe current model.

v Behind the scenes, SPM has checked the currently loaded data file to ensure the first
requirement for original variable names.

Every variable that was used to build the model when the session state was created, must be
present in the input data file used in the recall/restore process. If all the variables are not
available, the process will fail and stop. The user is returned to the original TreeNet Output
window.

Next Steps

With the model session restored, you are now able to:

¢ Model restoration failed in this scenario

+ Continue to work with RestoreRun1.GRYV in other tasks like scoring new data or translating the model
into one of the supported languages later.

Scenario 4: Conclusion and Summary

+ From a fresh SPM start with no data file loaded, opened the original model session stored in
RestoreRun1.GRV.

+ Attempted to restore model session by clicking the [Edit Model...] button.

+ Failed to restore session informing the user that the model can not be restored because there is no
data file currently open.

+ Browse for the original data source opening GOODBADlessvariables.csv failed due to variable
mis-match.

*

This concludes the Scenario 4 walk-about. Please see other Successful Recall/Restore: Scenario # for
further examples.

This concludes our introductory Model Restoration tutorial and walk-about.
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UNIX/Console Usage Notes

The nature of UNIX-like operating environments affects the operation of the SPM in non-trivial ways. This
section discusses the operation of the SPM in the UNIX operating environment and the operation of
console (non-GUI) SPM in general. Both GUI and console SPM are offered for Windows; only the console
is offered for UNIX or Linux.

Case Sensitivity

The SPM command interpreter is case-insensitive; in fact, commands are generally converted internally
to upper-case letters. The only exception to this rule is that the text placed between quotation marks is
not converted, remaining in its original case. UNIX file systems, on the other hand, are case-sensitive,
meaning that upper and lower case letters are treated as completely different characters. Thus, one could
not refer to a file named “this.csv” as “THIS.CSV,” or vice-versa.

It is therefore important to remember that unquoted filenames are assumed to be upper case; lower and
mixed case names must be quoted.

Use Caution When Transferring PC Files

It is always important to use binary mode when copying non-text files from a DOS/Windows environment
to a UNIX environment (or vice-versa). Failure to do so will cause the files to be corrupted.

Supporting Database Conversion Libraries

On selected platforms, the SPM will use the Stat/Transfer database engine to read and write any file

format supported by Stat/Transfer.

é The SPM executable can function without Stat/Transfer interface. Proper installation for supported
platform installs Stat/Transfer modules too and makes them discoverable by SPM.

To access data through the Stat/Transfer interface, one simply uses the USE, SAVE, or PROPORTION
FILE commands; the file name must be quoted.

To disable the Stat/Transfer interface, one can use the command "LOPTIONS STATTRAN=NO";
likewise, to re-enable the Stat/Transfer interface, one uses the command "LOPTIONS STATTRAN=YES".

& If data translation engine is disabled, the only supported file format is plain-text CSV.

v' Since v6, SPM includes native support for text datasets, which are, for many users, the most flexible
and natural formats in which to maintain data. A single delimiter is used throughout the dataset. It is
usually a comma, but semicolon, space, and tab are also supported as delimiters.

The FPATH Command

The FPATH command can be used to specify locations for different types of input and output files. For
example, the following command will cause SPM to read and write files in the directory “Salford,” under
your home directory by default (on UNIX-like systems):

FPATH “~Salford”

Thereafter, if one gives an input/output command such as USE, OUTPUT, or SAVE, SPM will look in
~/Salford unless the filename is quoted or the FPATH command is canceled by giving an FPATH
command without arguments.
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One can also specify different default directories for different sorts of files. To specify a default directory
for input datasets, use:

FPATH <pathname> /use

To specify a default directory for output datasets, use:
FPATH <pathname> /save

For command files, use:

FPATH <pathname> /submit

For text output files, use:

FPATH <pathname> /output

FPATH without arguments restores the default, which is to use the current working directory. FPATH with
an option but no pathname restores the default for the specified file type.

Built-in Help
HELP [<command>]

Console SPM has its own built-in help system, which can be accessed by opening the SPM in interactive
mode and typing "HELP" at the prompt. To read the entry for a particular command, type “HELP” followed
by the name of the command.

Workspace Allocation

Console SPM can allocate arbitrary amounts of memory. The default workspace size is 25 MB, but this
can be altered with either the SALFORD_M environment variable, or the -m command line flag. We
suggest that SALFORD_M be set in the system-wide startup files (/etc/profile and /etc/csh.login on most
UNIX-like systems), as appropriate for the hardware.

Limit on Number of Variables

By default, the SPM will read datasets with up to 32,768 variables. This number can be increased with the
-v.command line flag.

Modes of Operation

Console SPM can be invoked interactively by launching it at the command prompt without arguments.
You will get a series of startup messages looking something like this:

This launch supports up to 32768 variables.
This launch supports unlimited data.

Salford Predictive Modeler (R) software suite version 8.3.0.001
CART (R) ProEx, TreeNet (R) ProEX, MARS(R) ProEX, RandomForests (R) ProEX,
GPS/Generalized Lasso(TM) ProEX, RuleLearner(R), ISLE, Logit ProEX,

REGRESS ProEX
Copyright, 1991-2018, Salford Systems, San Diego, California, USA
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SPM Salford Predictive Modeler (R) software suite includes selected
versions of the following:

CART (R) (c)1984-2018 California Statistical Software, Inc.

TreeNet (R) (c)2001-2018 Salford Systems

MARS (R) (c¢)1991-2018 Jeril, Inc.

RandomForests (R) (c)2002-2018 Leo Breiman, Adele Cutler and Salford Systems
PRIM(TM) (c)1997-2018 Jeril, Inc.

GeneralizedPathSeeker (TM) (c)2009-2018 Jeril, Inc.

PathSeeker (TM) (c)2004-2018 Jeril, Inc.

RulelLearner (R) (c)2012-2018 Salford Systems

ISLE (c)2012-2018 Salford Systems

2SLS (c)1988-2018 Salford Systems

SPM uses zlib software from www.zlib.net
SPM uses LZ compression.

The license supports unlimited learn sample data.

You can then enter commands and receive responses. Your session ends when you enter the QUIT
command.

Since the SPM in interactive mode will accept commands through standard input and send responses
through standard output, it is sometimes convenient to invoke it in the following way from a script or batch
file. For example, the commands below read the SPM commands from a set of command files and write
results to output.dat.

@ $ cat runitl.cmd runit2.cmd runit3.cmd|SPM >output.dat

Generally, the more convenient way to run console SPM is in batch mode, which can be invoked by
specifying a command file as an argument. For example, let's execute runit1.cmd in batch mode.

$ SPM runitl.cmd

When operating in batch mode, the SPM does not send any output to your screen, other than startup and
error messages, unless ECHO ON is in effect, or the -e command line flag has been specified. It is
therefore a good idea to specify an output file with the OUTPUT command inside your command file.
Otherwise you may never see Classic Output results at all. The SPM will terminate either when it has
encountered a QUIT command, or there are no more commands to be executed.

Startup File

When console SPM is started in interactive mode, it looks for a file named SALFORD.CMD, first in your
current working directory and then in the directory pointed to by the SALFORD environment variable. If
the file is found, the SPM will execute its contents before displaying the command prompt. This allows
one to specify default settings for all Salford Systems applications. SALFORD.CMD is not automatically
executed in batch mode.

Command Line Startup Options

The SPM has a number of other command-line options. You can get the list of options by invoking the
SPM with the -h flag.
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The command line syntax is:

SPM [options] [commandfile] [options]
Options are:
-e Echo results to console
-q Quiet, suppress all output including errors
-o<output file> Direct text results to a file
-u<use file> Attach to a dataset
-g<use file> Identify a grove file
-w<Path> Identify Stat/Transfer dll path
-t<Path> Identify scratch file path
-s<MBytes> Data amount in MB, subject to license threshold
-m<MBytes> Model space in MB, subject to hardware limits

-l<optional logfile> Error/warnings to text logfile
-mt<Nnumeric,Nchar> Lookup table capacities, 0 to grow without bound
-v<N> Specifies max N variables for the session

Examples:
SPM -e modell.cmd
SPM \DataMining\Jobs-1\simulate.cmd -gq
SPM jobl.cmd -o\RESULTS\jobl.txt -ul\AnalysisData\samplel.sys
SPM -u\MyData\joint data.xls[x1ls5]
SPM -s512 -ml128

Environment variables can be used in lieu of command line switches:

SALFORD S in lieu of -s
SALFORD M in lieu of -m
Examples:

SPM -e modell.cmd

SPM /DataMining/Jobs-1/simulate.cmd -g

SPM jobl.cmd -o/RESULTS/jobl.txt -u/AnalysisData/samplel.sys
SPM -d/Progra~1/DBMSCopy7 -u/MyData/joint data.xls[xls5]

SPM -s512 -p64 -ml28

Environment variables can be used in lieu of command line switches:
SALFORD_S in lieu of -s

SALFORD M in lieu of -m
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An Overview of Model Summary Window

Model Summary window is a unified way to represent information about the model. It's usually
accessible from model results windows (e.g. CART Navigator, TreeNet Output) via the [Summary]

button.

v' After some analyses, this is the default Results window.

The information in Model Summary window is organized in tabs. This chapter describes general ones,
the tabs that are applicable to several or all of the Analysis Engines.

Summary tab

Summary tab is usually the first tab in a Model Summary window.

=eer CART Mavigator 2 - MV Sumimary EI@
Resid. Trim % Resid. Trim Crit | Resid. Outliers CUM % | Resid. Outliers Counts |
Resid. Box Plot Root Splits ] Profile I Teminal Nodes ]
Summary Dataset ] Gains I Variable Importance ]
Model Summary
Model Model error measures
T: = MY
== Mame Leam Test
Total N: 506
[RMSE | 2.805345 314224
Wgt Total N: S600 MSE 7.87055 9.87369
N Cat: Regression MAD 1.90591 246875
) MAPD 0.09440 0.135924
PR E s5v 36,57.37922 552768577
SSE 3.268.40880 908.37914
F-5g 091105 0.93859
F-5q Marm 0.91105 0.94566
AIC 88013511 236.66534
ACc 881.04511 241.33501
BIC 93247137 269.45159
Relative Emor 0.03855 016141
Commands.. | |Translabe...| ‘ Score... | ‘Save Grove...

Model group to the left lists Target variable name and counts of Observation, Predictors, and categories
of the Target. For Regression models, the Target is continuous and the word “Regression” is used to
indicate that.

In some cases we show additional information like number of coefficients for linear models.

Model error measures grid shows performance statistics for each data sample in the model. Depending
on Target Type and other aspects of the model, appropriate performance measures are available. The
screenshot above shows the Summary for a CART® Regression model. Some of the regression
performance measures (MSE, MAD, R-Sq., etc.) are universally used for regression models. Relative
Error is specific to CART® models.

Dataset tab

Dataset tab represents information about the dataset used to build the model. It contains sizes of each
data sample, statistical information about the Target and number of records that may have been deleted
by one of the following reasons:
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¢ Automatically, because Target variable value is missing. Most supervised predictive analytics

algorithms cannot process observations without a Dependent Variable value.

¢ Via SELECT command, possibly generated by Select Cases tab in Model Setup.
+ Using the SPM BASIC operators.

+ Automatically due to missing predictor data. This is a rare situation. Many of the SPM’s algorithms
have facilities to deal with missing predictor data.

=t CART Mavigator 5 - EDUCATIONS: Summary

[E=8Eo )

Root Splits
Summary

I

Priors
Dataset

1
I

] Discrete Predictors
Gains/ROC ] Variable Importance

Dataset Information

Corfusion Matrbc I

Sample
PFarlition

Learn
Total

EE3
B53

100.00%
100.00%

Record
Deletions

Learm
Test
Total

SELECT |BASIC| puopr

Class

College

HS

No_HS

Sample

Leam
Test
Tatal

Leatn
Test
Total

Leam
Test
Total

813

513

133

133

Pct

THEEY
0.00%
78.56%

20.37%
0.00%
20.37%

1.07%
0.00%:
1.07%

Gains tab

Gains Chart is also known in credit risk as the Cumulative Accuracy Profile (CAP) chart. For
Classification models, Gains charts are always tied to a specific level of the target variable, which we also
call the Focus Class. If your Gains chart appears with the wrong focus class, just select the one you
want in the Focus Class combo box. The screenshot below shows the Gains Chart for a CART® binary
classification model against GOODBAD.CSV. During Model Setup, the levels of the Target were
renamed to BAD for bad credit standing accounts and GOOD otherwise. BAD class is currently is focus.
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ceeT CART Mavigator 6 - TARGET: Summary EI@
Corfusion Matrix ] Hosmer-Lemeshow ] QOdds Graph ] Root Splits ] Priors ]
Missings ] Discrete Predictors ] Terminal Nodes ]
Summary ] Dataset Gains/ROC l ariable Importance ] Misclassification ]
GainsROC
—r Nod Cases % of Bin % Cum % Cum % % Cases Cum
=T %%® | Focus Class | Focus Class | Focus Class | Focus Class Pop Pop in Bin Lift
2 66.67 455 455 222 222 3 205
z 6 3 100.00 6.82 11.36 4.44 222 256
14 2 1 25.00 227 13.64 74 2.96 4 1.84
§ 8 28 5714 63.64 77.27 43.70 36.30 43 1.77
3 7 3 2143 6.82 84.09 54.07 10.37 14 1.56
- 3 1 25.00 227 86.36 57.04 2.96 4 151
5 3 1364 6.82 53.18 73.33 16.30 22 127
1 3 833 6.82 100.00 100.00 2667 36 1.00
ool
0.00.10.20304 05060708039 1.0
Falze Pos. Rate — -
] 3
Show PerfectModel | ROC Learn: 0.86764  K-5learm: oegamg ouEClas
BAD *
ROC Test: 0.77260 K-5 Test: 0.495800
[ Gains ][ T ][ Cum Lift ][ ROC ] [ E— ] [ Test ] [ Both ] Total cases: 44.00 Percent of sample: 32.59

Reading the gains curve is straightforward. Consider the data sorted in order from most likely to be BAD
to least likely. If we were to look only at the top 10% of the data (most likely to be BAD) what fraction of all
the BADs would we capture? Looking at the graph it appears that we would capture about 30% of all
BADs. The ratio 30/10 or 3 is known as the lift among market researchers and relative risk in the
biomedical world. Clearly, the larger the lift the better because it indicates more precise discrimination.

v" Click on Show Perfect Model to provide a reference to compare against. The perfect model would
isolate all the BAD cases into their own nodes.

Nodes in CART® models are used as natural bins for constructing a Gains Chart. For other Analysis
Engines when such a natural partitioning is not available, the data is sorted by Class Probability and then
an intelligent binning is applied. For example, here are Gains for an analogous TreeNet® model.
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§§ TreeMet Output 7 - TARGET: Summary for 200 Trees EI@
Corfusion Matrix ] Hosmer-Lemeshow QOdds Graph ] Score Distribution ]
Summary ] Dataset Gains/ROC ] Variable Importance ] Misclassification ]
Gains/ROC
00 Ein Cases % of Bin % CunF u Cum % % Cases Cum
o0 Py . Focus Class | Focus Class | Focus Class Class Pop Fop in Bin Lift
80 ” , 12 85.71 27.27 2727 10.37 1037 14 263
0 4 2 3 57.14 18.18 45.45 20.74 10.37 14 219
0 { 3 10 7143 2273 68.18 31.11 10.37 14 219
w
& o .f! 4 5 3571 11.36 79.55 41.48 10.37 14 152
; ) i 5 2 15.38 455 84.09 51.11 963 13 1.65
oy g 4 077 9.09 9318 60.74 963 13 153
& 7 1 7.69 227 95 45 70.37 9.63 13 1.36
o 8 2 15.38 455 100.00 80.00 963 13 125
10 5 0 0.00 0.00 100.00 90.37 10.37 14 111
0 10 0 0.00 0.00 100.00 100.00 963 13 1.00
0 10 20 30 40 50 60 TO 80 50 100
% Population - >
Show PerfectModel | ROC Learn: 0.94488 K5 Llearn: 0.79215 Focus Class
= BAD b
10 = ROC Test: 0.85015 K-5 Test: 0.56469
[ Gans ] [ T ] [ Cum Lift ][ ROC ] [ E— ] [ Test ] [ Both ] Total cases: 44.00 Percent of sample: 32.59

The table displays the following information for each bin or node (scroll the grid to view the last two
columns):

Node/Bin Terminal Node number for CART® models, otherwise
the Bin number in the data partitioned by Class
Probability.

Cases Focus Class Number of cases belonging to Focus Class.

% of Bin Focus Class Percent of cases belonging to Focus Class.

% Focus Class Percent of cases in the population that belong to Focus
Class.

Cum % Focus Class Cumulative percent of cases in the population that

belong to Focus Class.

% Pop Percent of all data.

Cum % Pop Cumulative percent of all data.

Cases in Bin Number of cases in the Node/Bin

Cum Lift Cum % Focus Class divided by Cum % Pop
Lift Pop % of Bin Focus Class divided by % Pop

You can use the following buttons to select which Gains data columns are plotted.
¢ [Gains] button— Cum % Focus Class versus Cum % Pop.
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¢ [Lift] button— Lift Pop versus Cum % Pop.
¢ [Cum. Lift] button— Cum Lift versus Cum % Pop.

+ [ROC] button—Sensitivity versus 1 —Specificity. This is the Receiver Operating Characteristic curve.
It is an approximation of the curve, which is used to compute ROC Performance Measure (Area
under ROC curve).

v" The ROC curve, while similar to the Gains curve, has a number of theoretical advantages, especially
when considering the model performance on the dominant class (in which case the Gains curve may
degenerate into the 45-degree line).

Bi :I 3
The number of bins control. U= control.

[Learn], [Test] and [Both] buttons select the data sample for which Gains are shown.

Note that for regression models, the Gains tab will look differently.

==T CART Navigator 8 - MV: Summary E@

Resid. Trim % | Resid. Trim Crit | Resid. Outliers CUM % | Resid. Outliers Cournte |

Resid. Box Plot | Root Spits | Profile | Terminal Nodes |

Summary ] Dataset Gains I Vanable Importance I

Gains
100 - Nod Target % Target |Cum % Target| Cum % T Cases Cum i
/’ 0% | Bin Avg. in Bin in Bin Pop Pop in Bin Lt
80 s 49,829 257 257 1.09 108 1 236
1 0.000 0.00 257 1.09 0.00 0 236
‘% & 25 45.480 234 491 217 1.09 1 226
= /,) 27 0.000 0.00 491 217 0.00 0 226
£ o4 - 28 39.500 204 6.95 3.26 1.09 1 213
f';( 21 0.000 0.00 6.95 3.26 0.00 0 213
20 f’ 22 34954 1.80 875 435 1.09 1 2m
,o' 8 34.029 7.02 15.77 8.70 4.35 4 1.21
q 23 32200 332 19.09 10.87 217 2 176
01020 20 40 20 G0 TO 20 50100 7 28.762 148 2057 11.96 1.09 1 1.72 i
% Population —=— L _=moaon oo e e = = o = LS
4 r
[Gains ][ Lft [ cumLift | [[Leam ][ Test | [ Both ][ Pooled |

In the table instead of Focus Class we show average of the Target.

Variable Importance tab

The tab shows variables ranked by their importance in the model:
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:;}3, TreeMet Output 7 - TARGET: Summary for 200 Trees EI@
Confusion Matric ] Hosmer-Lemeshow Odds Graph I Score Distribution ]
Summary ] Dataset Gains/ROC Variable Importance I Misclassification ]
Variable Importance
ariable Score Relative impartance
M_INGUIRIES 100.00 [ [ Show zero importance variables
POSTBIN 173 MM
CREDIT_LIMIT 5221
OwNRENTS 41,65 mmmm
MUMCARDS 3523 i
OCCUP_BLANE. 3396 I
TIME_EMPLOYED 23,63 i
INCOME 2660 [
EDUCATIONS 22741l
AGE 2267 [
HH_SIZE 21.33
MARITALE 2018 [
GEMDER 1989
Variables count: 13
Mew Keep List ] [ Mew Keep & Go ] [ Select Al Mon-zero count: 13

Each engine has a peculiar way to compute variable importance and might introduce specific features on
the tab. Please refer to the guide for a particular engine for more details. For example, here’'s how
Variable Importance for a CART® model looks:

=1 CART Mavigator 1 - TARGET: Summary EI@
Confusion Matrix ] Hosmer-Lemeshow ] Odds Graph ] Root Splits ] Priors ]
Missings ] Discrete Predictors ] Teminal Modes ]
Summary ] Dataset ] Gains/ROC Variable importance ] Misclassfication ]
Variable Importance
Y ariable Score Dsho_w zero importance
N_INQUIRIES | 100,00 TN EELTS
NUMCARDS 2761 1l [¥| Relative importance
OCCUP_BLANE. 2360 1 DConsider Only
GENDER 1866 Primarv Solitters
CREDIT_LIMIT 1214 1 )
= Di it S te:
MARITALS 3411l [ piscount surogates
|MCOME Fao (@) By assodation
HH_SIZE 4531l Geometric: ﬁ
EDUCATIONS 4200
AGE 1.64 Use only top: ,_g
TIME_EMPLOYED 066
Variables count: 12
MNon-zero count: i1
New Keep List ][ New Keep & Go ] [ Select Al

In any version of Variable Importance, you can highlight some variables in the grid and generate
commands to mark the selected variables as predictors using the [New Keep List] button. You can
request these commands to be applied at once via the [New Keep & Go] button. The [Select All] button
is a handy shortcut to select all the variables in the grid.

Relative importance checkbox toggles between raw and normalized scores.
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Confusion Matrix tab

v' This is a classification-only feature.
v' This tab is called Prediction Success in previous versions of SPM.

The confusion matrix is a standard summary for classifiers of all kinds and has been used to assess
statistical models such as logistic regression as well as more exotic data mining models. We call it the
Confusion Matrix or Prediction Success table following Nobel Prize-winning economist Daniel
McFadden’s 1979 paper on the subject. The table is a simple report cross-classifying true class
membership against the predictions of the model.

e CART Mavigator1 - TARGET: Summary EI@
Missings ] Discrete Predictors I Teminal Nodes ]
Summary ] Dataset I Gains/ROC ] Variable Importance ] Misclassification ]
Confusion Matrix 1 Hosmer-Lemeshow I Odds Graph ] Root Splits ] Priors ]
Confusion Matrix
Predicted Cl
Antual Taotal Percent et e
Clasz Class Correct 0 1
N=82 M =53
a1 76.92% 70 il
1 44 T273% 12 32
Total 135
Awerage: 74.83%
Owerall % Corect: Th.56%
Specificity TE.92%
Sensitivity/F ecal T273%
Precizion 60.38%
F1 statistic E5.98%
Learn Holdout | Threshold: 0.330 = Balance | |Base line: ||5how Table... Row % ||Column %
Focus Class: |1 v|

Actual Class column lists actual levels of the Target Variable. For each class:
+ Total Class column shows total number of observations for the class.
+ Percent Correct column shows percent of the class observations that were classified correctly.

¢ Other columns show how the model breaks down observations by the predicted class, the one
assigned by the model.

You have an option to see Counts (the default, the [Count] button), percentages of actual class (the
[Row %] button) and percentages of predicted class (the [Column %] button). The buttons are in the
lower right corner of the display.

Under the confusion matrix you can find summary statistics for Percent Correct column. We show
Average percent correct and Overall % Correct. The latter is the percent of correctly classified cases out
of all cases in the dataset.

v" For binary target models, class assignments are based on a specific threshold, which can be
changed using the Threshold control at the bottom. A higher threshold will decrease sensitivity and
increase specificity. There is the [Baseline] button that will set threshold to percent of target class in the
sample. The [Balance] button tries to find a threshold that minimizes difference in Percent Correct
between classes. The [Show Table...] button opens a new window with a table summarizing
misclassification stats for each available threshold.
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For binary targets we provide values for Specificity, Sensitivity/Recall, Precision, and F1 statistic.
These values are shown for the Focus class specified in the Focus Class combo box.

Sensitivity/Recall

Probability for the Focus class cases to
be classified by the model as Focus
class ones. Computed as number of
correctly classified Focus class cases
divided by total number of Focus class
cases in the dataset. This measure is
also known as Recall.

Specificity

Probability for the non-Focus class cases
to be classified as non-Focus class ones.
Computed as number of correctly
classified non-Focus class cases divided
by total number of non-Focus class
cases in the dataset.

Precision

Computed as number of correctly
classified Focus class cases divided by
total number of cases classified as Focus
class.

F1 statistic

2 x Precision x Recall / (Precision +
Recall)

Prediction success tables based on the learn sample are usually too optimistic. You should always use
prediction success tables based on the test sample (or on cross validation, when a separate test sample
is not available) as fair estimates of a Classification Model performance.

Misclassification tab

v' This is a classification-only feature.

The Misclassification report shows how many cases were incorrectly classified in the overall tree for both

learn and test samples.

v Stats for cross-validated samples are shown as Test.
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et CART Mavigator1l - TARGET: Surmmary EI@
Missings ] Discrete Predictors ] Teminal Nodes ]
Confusion Matrix ] Hosmer-Lemeshow ] Odds Graph ] Foot Splits ] Priors ]
Summary ] Dataset ] Gains/ROC ] Variable Importance Misclassification l
Misdassification
Learn Sample Test Sample
M M Miz- M M Miz-
Class Errcs Classed Pct. Emor Cost Class . Classed Pct. Emmor Cost
70 B4 2270%  0.22703 b ] = 21 2308%  0.23077
1 159 28 17E1% 047810 1 44 12| 27.27%| 027273
Threshold: 0.330 = | Balance ][ Baseline ][Show Table...

For binary target models, class assignments are based on a specific threshold, which can be changed
using the Threshold control at the bottom. A higher threshold will decrease sensitivity and increase
specificity. The [Balance], [Baseline] and [Show table...] buttons are explained in the Confusion
Matrix tab sub-section.

Hosmer-Lemeshow tab
v' This is a binary classification-only feature.

This tab shows the results of Hosmer-Lemeshow goodness of fit test for binary classification models.
Responses from model are binned into ten deciles and several statistics are computed for each bin.

For a given bin i Chi squared component is computed by the following formula.

_ (ResponseObserved; — ResponseExpected;)?

ResponseExpectedi)
n;

X2

L

ResponseExpected; - (1 —

Under the table we show the Total Chi-Square value (sum of Chi-Sq statistics per each bin) and P-value
of Hosmer-Lemeshow statistics (HL Stat. P-value) under the grid.
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=% TreeNet Output 2 - TARGET: Summary for 200 Trees EI@
Summary ] Dataset ] Gains/ROC ] Varable Importance ] Misclassification ]
Confusion Matrix Hosmer-Lemeshow l Odds Graph ] Score Distribution ]
Hosmer-Lemeshow Table
Decile 1 2 3 4 5 B 7 8 g 10

[Response | Obzerved i] 1 1 3 4 2 7 7 g 10

Expected 1.3 139 1.47 1.65 21 2.80 471 £.85 8.36 9.64
Mon-Responze Obzerved 14 13 13 ik 10 ik B B 4 3

Expected 1269 1261 1253 12,35 11.89 10.20 829 £15 464 33
&g, Observed Prob. 0.0 007 0.o7 0.2 0.za 015 054 054 0E3 077
&g, Predicted Praob. noa 010 011 012 015 n.2z2 0.36 0583 064 074
Chi-Sq Component 1.44 012 017 1.26 2m 0.23 1.75 0.01 014 0.05
Log Odds Observed -2.56 -2.56 -1.30 -0.92 -1.70 015 015 0.8 1.20
Log Odds Predicted 227 221 214 2.0 -1.73 -1.29 -0.57 011 053 1.05
Recards in Bin 14 14 14 14 14 13 13 13 13 13
% Records in Bin 10,37 10.37 10.37 10.37 1037 9.63 9.63 963 9.63 9.63

Predsion: 2 [+ [Equalwidth Total Chi-5g: 7.23231 HLStat Pvalue: [ 0,511738 Learn Holdout

v" For a binary target, the choice of Focus class does not affect the essence of the results.

Sum of Case Weights for Focus Class observations in the

Response Observed bin.

Sum of Model responses for Focus Class observations in

Response Expected the bin.

Sum of Case Weights for non-Focus Class observations

Non-Response Observed in the bin.

Sum of Model responses for non-Focus Class

Non-Response Expected observations in the bin.

Response Observed divided by sum of Case Weights of

Avg. Observed Prob. all observations in the bin.

Response Expected divided by sum of Model responses

Avg. Predicted Prob. for all observations in the bin

Contains Chi squared component computed by formula

Chi-Sq Component described above

Log from Avg. Observed Prob. divided by
Log Odds Observed

(1 — Avg. Observed Prob.)

Log from Avg. Predicted Prob. divided y
Log Odds Predicted

(1= Avg. Predicted Prob.)
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Records in Bin Number of cases in the bin

% Records in Bin Percent of cases in the bin from total number in sample

You can switch between the following alternative breakdowns of records into bins

e [Equal width] — each bin is populated with cases with predicted probabilities in the range of a
decile (e.g. a decile of probabilities between 0.1 and 0.2).

e [Balanced] — each bin has the same sum of Case Weights.
& CART® uses nodes as bins so this condition cannot be satisfied exactly.

Odds Graph tab
v' This is a binary classification-only feature.

Odds graph visualizes the Hosmer-Lemeshow table as a chart.

=% TreeMet Output 2 - TARGET: Summary for 200 Trees EI@
Summary ] Dataset ] Gains/ROC 1 Wariable Importance ] Misclassification ]
Confusion Matrix ] Hosmer-Lemeshow Odds Graph ] Score Distrbution ]
Odds Graph
100
w
7]
S
= 10
o
1]
T
2
o 01 O odds - Leam
- A
2 B Odds - Test
o
@
- 0.01
o
0.001-
1 2 3 4 5 6 7 8 9 10
Prediction probability binned
[ Learn ][ Test ] Holdout [ All ] [Equal width ][ Balanced ] [ Log Y ]

The chart supports the following modes.

+ [Counts] button — shows just raw sum of weights for cases predicted as focus class (Response\Non-
Response Expected rows).

+ [Ratio] button — shows ratio of Response Expected divided to Non-Response Expected.

[Log Y] button switches Y-axis between normal and logarithmic scales.

See Hosmer-Lemeshow tab for descriptions of other controls.

Residual Box Plot tab

v' This is a regression-only feature.

This tab shows a percentile table and box plot for residuals between values of the Target variable and
predicted responses.
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efer CART Mavigator 4 - MV: Surnmary EI@
Resid. Trim % | Resid. Trim Crt | Resid. Outiers CUM % | Resid. Outiers Counts |
Summary ] Dataset ] Gains ] Variable Importance ]
Resid. Box Plot | Root Splits | Profile | Terminal Nodes |
Residual Box Plot
Percentile Rezidual i
T 1 T IQR =4.37787
99% 11.31833
98% 11.31833
97.5% 362421 20
7% 7.20032
6% 560349
5% £ 40685 10
90% 382757 —+— JIQR
0% 1.91193 —— 15IQR
75% 03 147444 0
0% 077057
0% -0.04355 T
50% Median -0.68581 )
40% 1.44874
0% -240813 20
25% Q1 -2 901343
20% -4.35676
10% 577233 -
Holdout | 1QR: [ 437787 3IQR Upper: 14,608 3ICR Lower: [ 16,037

At the bottom we show Inter Quartile Range (IQR) of the distribution, Lower, and Upper bound of 3*IQR.
There are markers on the plot for Upper and Lower bounds of 1.5, 3 and 5 multiples of IQR. Lower bound
is computed as Q1 — 1.5 * IQR and upper bound as Q3 + 1.5 * IQR.

You can switch the display to show absolute values of the residuals using the [Absolute Residuals]
button.

Residual Trim % and Residual Trim Counts tabs

v' This is a regression-only feature.
v' These tabs are called Error Statistics % and Error Statistics Counts in previous versions of the SPM.

Each of the Residual Trim tabs shows the effect on performance measures of the model if some
quantities of residual records are excluded from performance estimation.

Residual Trim % shows a set of performance measures computed after some percentage of residuals is
trimmed. N column shows outlying records count after residuals are trimmed. First row shows
performance stats for the entire data sample.
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et CART Navigator 4 - MV: Summary EI@
Summary ] Dataset ] Gains I Vanable Importance ]
Resid. Box Plot | Root Splits | Profile | Teminal Nodes |
Resid. Trim % | Resid. Trim Cnt | Resid. Outliers CUM % | Resid. Outiers Counts |
Performance By Largest (absolute value) Residuals Trimming
Percentile | M Residuals R-Sq MSE MAD RMSE MAPD SSE AIC AlCe BIC -
92 0E5390  A7136 317326 460123 017306 194776474 30B.84372 31151039 339.62897
99.00% 92 0653900 217136 317326 460123 017306 194776474 306.84372 151033 339.62697
98.00% 91 073102 1661232 2597366 4075882 016813 1511720700 28172313 28645040 31436431
97.50% 90 0.7AMNM 1426960 284418 377751 0162900  1.284.26404 26523183 27002130 29772935
97.00% S0 0.77111 14.26960 284418 377751 0.16290 1.284.26404 26523183 270.02130 297.72935
96.00% 83 075565 1299055 274897 360424 016219 115615937 264.21681 25906914 286.56308
95.00% o8 0.73173 11.68244 265159 341796 0.16146 1,028.05470 24231164 247 23056 27451702
90.00% 83 0.78082 862086 233686 29313 013359 71553159 20479737 21007273 23624229
80.00% 74 0.85138 5.75873 1.93344 2395974 0.10963 42614617 155.65308 161.61975 185.50593
75.00% B9 0.87870 449523 172469 212020 009805 0I5 12970822 13632640 15875161
70.00% E5  0.89%62 36077 156345 1.89340 003140 23450127 10939979 11653705 137.6EEE3
£0.00% 56 0.93314 224087 1.25758 149695 007533 125.48893 71.18449 79.85116 97.51406
50.00% 46 0.95284 1.31611 097394 114722 005181 E0.54125 3863544 50.01044 E2.40778
40.00% 37 0.97405 078175 076378 088417 00397 28.92473 1688983 327159 378376
30.00% 28 0.98761 038090, 055333 OB1A17 003062 10.66530 -1.02587 2497413 16.29279
25.00% 23 0.99070 026299 048851 051262 002502 G.04869 -4.71999 35.72445 10.04143
20.00% 19 099023 019625 040483  0.44301 0.02340 372882 -4.93860 E7.86140 e
10 nnz in naac 4 [n B nlek Rel= nacaic N 20RNF nnia4 n o187 noa7as A M ER
Predsion: 5 = N Learn: 414 N Test: 92 | Learn Holdout

As follows from the grid above, if we consider just 90% of the data, excluding 10% of most outlying
records (total of 9 records is trimmed), MSE, for example, drops from 21.2 to 8.6.

Residual Trim Counts shows a set of performance measures computed after some number of residuals
is trimmed. Percentile column shows how much data, in percents, remains in the sample.

st CART Mavigator 4 - MV: Summary E@
Summary ] Dataset ] Gains ] Variable Importance ]
Resid. Box Plot | Root Spitts | Profile | Terminal Nodes |
Resid. Trim % Resid. Trim Cnt | Resid. Outliers CUM % | Resid. Outliers Counts |
Performance By Largest (absolute value) Residuals Trimming
Percentile M Residuals R-5g MSE [ RMSE MAFPD S5E &l AlCc BIC
100.00% 92 0.65330 2117136 317326 460123 017308 1,947 7E474 30684372 311.51039 339.62697
98.91% Ell 0.73102 1661232 297866 407582 016813 1.511. 72070 281.72413 286.45040 31436431
94.67% a7 0. 74566 1051001 257938 330303 0.15383 949.17068 23390221 23888851 26595301
839.13% g2 0.73211 8.20270 228548 286404 012571 E72B2173 159856604 203.91838 229.85339
72.83% B7 0.83446 4.01651 1.64092 2.00412 0.03415 269.10835 119.15774 126.02566 14781874
45.65% 42 0.96329 1.05936 083285 1.025954 0.04800 44 51816 23 44556 4144556 51.03527
Predsion: 5 B N Learn: 414 NTest: 92 | Learn Holdout
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Residual Outliers % and Residual Outliers Counts tabs

v' This is a regression-only feature.
v" These tabs are called Error Outliers % and Error Outliers Counts in previous versions of SPM.

Each of the Residual Outliers tabs shows the effect on performance measures of the model if some
quantities of outlier records are excluded from performance estimation.

Residual Outlier CUM % tab shows for each performance measure a percentage of performance
measure value that is attributed to specific percent of outliers. N column shows number of outlying
records for each percentage of outliers.

et CART Mavigator 4 - MV: Summary EI@
Summary ] Dataset ] Gains ] ariable Importance ]
Resid. Box Plot | Roct Splits | Profile | Terminal Nodes |
Resid. Trim % ] Resid. Trim Cnt Resid. Outliers CUM % ] Resid. Outliers Courts ]
Percentage of Error Statistics due to Largest (absolute value) Residuals
% Residuals M Residuals # MSE # MaD 2 MAPD "
1.00%) 1 2238689 7.15273 7.98966
2.00% 2 34.06472 12.31875 1511106
250% 3 A0.64173 16.19569 2085111
3.00% 3 064173 16.19569 2085111
4.00% 4 47.21874 20.07263 24.73044
5.00% 5 51.26872 2311453 27.47284
10.00% 10 E5.466599 35.80561 39.33410
20.00% 19 79.37954 52 BBVE3 B5.62734
25.00% 23 84.07553 59.23684 E1.84212
30.00% 28 88.73912 BE.523599 E9.04957
40.00% 7 93.97447 7E.85345 79.294592
R0.00% 45 96.89176 84.55936 86.50950
E0.00% 5& 9E.63969 90.85387 9216946
T0.00% B5 93.52379 55.09688 95.6E739
TE.00% B3 93.68945 9E.32232 9E.75137
80.00% 74 93.83525 97.61230 97.82569
30.00% g3 93.96566 93.224534 93.31732| _
arF nnEe [=l=] a0 a07c L= l= R e Rl a0 01470
Precision: 5= M Learn: 414 NTest: 92 | Learn Holdout

As follows from the grid above, removing 1 record (1 percent) of outlying records will reduce MSE by
22%.

Residual Outliers Counts tab shows for each performance measure a percentage that is attributed to
specific count of outliers. %Residuals column shows the percentage of outlying records for each
number of residuals.
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“‘E CART Mavigator 4 - MV: Summary

BN >

Summary
Resid. Box Plot
Resid. Trim %

Dataset
Root Splits
Resid. Trim Cnt

l
l
l

Gains
Profile
Resid. Outliers CUM %

Percentage of Error Statistics due to Largest (absolute value) Residuals

Variable Importance
Terminal Nodes

Resid. Outliers Counts

|
l

l

% Residuals

1.09%]

Predision: ? =

5.43%
10.87%
2717%
54.35%

M Residuals

10
25
50

% MSE

M Learn:

22.38689
51.26872
65.46699
8E.18354
37.71440

# MAD

414 NTest:

715273
2311453
35.80561
B2.34109
87.29878

% MAPD

7.98966
27.47284
33.33410
6485461
83.06114

Performance measure cells for which percent of error divided by percent of residuals is greater than 20%

are highlighted green.

For example, in the screenshot above, 1% of residuals are responsible for 22% of MSE.
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